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Abstract
In this paper, we propose a method using multiple gaze-tracking-capable sensors along with fuzzy data-fusion techniques to improve gaze-estimation. When compared to existing gaze-tracking systems, using multiple sensors should improve the effective field of view by covering more area as well as improve estimation accuracy by utilizing multiple perspectives of the scene.

1 Introduction
Gaze tracking provides indispensable utility to the field of human-computer interaction; it presents a useful observation for usability testing and provides a unique accessibility vector for computer applications. This utility is not lost on the consumer market; gaze tracking is found on most modern cellphones and the price of entry-level gaze-tracking hardware continues to decline. However, high-accuracy equipment is still cost prohibitive and lacks the flexibility necessary for certain advanced computer interfaces. In this paper, we propose a method to improve gaze-tracking performance by utilizing multiple gaze-predictors in a system.

Most modern gaze-tracking systems use a single sensor or a fixed binocular system. For most basic usability testing purposes, this is sufficient, until larger field of view requirements are considered. With the prevalence of multi-monitor displays and the current trend toward ultra wide curved displays, the field of view on most gaze-tracking equipment seems inadequate. By utilizing existing visual light cameras, we aim to increase system “flexibility”, perhaps enabling the possibility of accurate remote gaze-tracking.
The remainder of this paper is laid out as follows: First, we will recall some basic gaze-tracking concepts including the common types of sensors and calibration techniques. Then, we will describe both decision-level and feature-level fusion and how we will use them in our experiment. Lastly, we will describe our experiment’s evaluation process and how we will quantify the results of our experiment.

2 Background

In the following section, we provide some background information on gaze tracking systems and sensor fusion techniques. More specifically, we describe various types of sensors commonly used in remote-sensor gaze-tracking applications as well as general techniques for decision-level fusion.

2.1 Visible Light Camera

Gaze-tracking using visible light sensors is particularly appealing due to their ubiquity and affordability. One prolific example are webcams. Omnipresent in modern computing environments, webcams provide gaze-tracking utility on hardware that may already be a sunk cost. In the case of multi-monitor desktop usage, webcams built into the monitors may provide adequate observation from multiple viewpoints. In video surveillance systems, the cost of implementing gaze-tracking may be reduced to software processing. This, however, is a trait shared with the increasingly common infrared video surveillance systems.

While visible light sensors are inexpensive and common, they pose additional constraints that often affect accuracy. Commonly, webcams are used as “passive” sensors. In other words, they rely on external light sources to reflect information into the sensor. A camera’s “flash” is an example of an “active” visible light sensor. A passive visible light sensor in a dimly lit room may severely hinder the accuracy of a visible light gaze-tracking system.

In some cases, providing the system enough light is not an option; for example, when a using the system in dimly-lit room is desired or when the required intensity would be irritating to the human eye. A consequence of multi-sensor systems is the increased utilization environments’ light.
2.2 Infrared Camera

Systems utilizing active infrared (IR) or near-infrared (NIR) sensors aim to resolve the problems posed by visible light sensors by emitting electromagnetic radiation at a wavelength undetectable by the human eye. This allows active infrared sensors to emit “infrared light” at a much higher intensity without irritating users’ eyes. While some gaze-trackers utilizing infrared sensors are passive systems [1], high-accuracy systems often include (NIR) emitters [9, 4].

The intensity attainable from active infrared sensors allows the use of corneal reflection given the positioning of the emitters is centered relative to the sensor. This pupil tracking technique is considered a “bright pupil” technique [12] in contrast to “dark pupil” techniques commonly used in visible light systems. An additional benefit of “bright pupil” techniques is the disambiguation of pupils and arbitrary dark regions in the scene as well as the ease of accurately measuring the diameter of the pupil. Both techniques are shown in Figure 1.
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Figure 1: Pupillary tracking techniques.¹

2.3 Depth Sensor

Modeling the human face in 3 dimensions provides a useful frame of reference for gaze tracking. Some systems [13] utilize eye corners and other facial features serve as consistent reference points for normalizing scale and rotations. Other systems [10] utilize depth sensors such as those found on RGBD cameras, like the Microsoft Kinect, to provide depth cues that aid in the 3D modeling of the scene.

¹Images thanks to WikiMedia Commons.
3 Calibration

In this section, we recall basic calibration techniques as well as describe some of the more modern dynamic approaches.

3.1 Gaze Calibration

In many modern calibration schemes, users are simply instructed to follow a known point with their eyes; this often takes the form of following a dot on a computer display. The system assumes that users are correctly staring at the center of the dot. Predictions provide bias (mean) and error (variance) which may then be used to update the system parameters.

Adaptive gaze calibration is an appealing concept because it further simplifies setup and maintenance for the user. One technique that has been around for some time is building system configuration profiles for each user and updating them when the user calibrates [2]. Modern techniques aim to be even more dynamic by updating the user profile when the user fixates [4] on some item; this is taken as an opportunity for some minor automatic calibration.

3.2 Sensor Localization

To begin modeling a scene, sensors must know the relative positions of the other sensors. This positioning can be configured manually by the user, but this adds significant complexity to setup and is not robust to change. One method used frequently by high-accuracy binocular gaze-trackers [12] is to fix the relative position of the sensors via hardware (i.e. two sensors mounted on the same device).

Pose estimation techniques like Simultaneous Localization and Mapping [3] (SLAM) can be used to estimate the relative positions of the sensors; this simplifies setup for the user at the cost of some software complexity and possible cost of position accuracy.

4 Decision-level Fusion

In the case of systems where each sensor (or subsystem) produces a prediction (as described in Equation 1), each prediction can be aggregated to into a
single estimate representing the group decision; a linear example of this is shown in Equation 2. In the following sections, we describe a few aggregation functions to evaluate in our proposed experiment.

\[
\hat{y} = \begin{cases} 
\hat{y}_{1...3} : \text{prediction origin} \\
\hat{y}_{4...6} : \text{prediction direction} \\
\hat{y}_{7...9} : \text{sensor direction}
\end{cases}
\] (1)

where \( \hat{y} \) = is an individual prediction

\[
\tilde{Y} = \sum_{i=1}^{n} \hat{Y}_i \cdot \lambda_i
\] (2)

where \( \hat{Y}_i \) = the individual prediction \( i \)
\( \lambda_i \) = the aggregation weight of prediction \( i \)
\( \tilde{Y} \) = the group decision

4.1 Rule-based Systems

When a problem requires the flexibility of multi-sensor systems (i.e. video surveillance), modern gaze-trackers often utilize simple rule-based control systems. One example of such a rule-base is for the sensor with the best view of the target to make the prediction. This one prediction is treated as the group prediction instead of aggregating decisions from each of the subsystems.

4.2 Fuzzy Aggregation

Fuzzy integrals with respect to fuzzy measures are a powerful tool for aggregation of arbitrary information sources. Fuzzy measures are used to describe the marginal benefit provided by each additional sensor. Fuzzy integrals are then used to compute the aggregation. By trading the additive property of linear aggregations for the weaker property of monotonicity, fuzzy integrals are able to perform arbitrary non-linear aggregations of data sources (i.e. sensor features or predictions).
In previous work [11], we applied fuzzy sensor fusion techniques to machine learning methods such as multiple kernel support vector machines. In this work, we aim to extend those techniques to aggregate gaze predictions from multiple sources. More specifically, offline processing can be used to learn an ideal aggregation function using a genetic algorithm to choose the parameters.

One assumption made in this work is that each predictor is confident in its own predictions. A more appropriate assumption might be that each prediction is a distribution about a point and a direction. This work could be extended to support the aggregation of arbitrary distributions of sensors [6, 5].

5 Feature-level Fusion

Before the gaze estimate is calculated, features are collected from a frame of the video feed and a model of the scene is developed. Feature-level fusion is the aggregation of these individual models before a decision is made. If the entire model is aggregated, then a single prediction, representing the group decision, will be produced. If only some proper subset of the model is aggregated (i.e. the head pose estimation), then an ensemble of predictions will be produced, requiring decision-level fusion.

Features sharing similar structures may be aggregated using techniques such as those described in Section 4. However, complex systems may comprise significantly different predictors, whose features require non-trivial aggregations. One simple example of feature fusion used in modern gaze-tracking systems [7], is the use of a separate subsystem of depth sensors that build a 3D model of a user’s head and share this model with the predictor. In our proposed work, we generalize this concept to any combination of predictors.

6 Evaluation

To provide interesting comparisons on known gaze tracking systems, we will use the iTracker [8] and xLabs [14] webcam gaze-tracking systems. The use of existing gaze tracking systems should lend some credibility to our results.

To measure system performance, we will collect user gaze data alongside
a separate, high-accuracy “trusted” system and process each experiment “off-line”. This will allow us to assess the effectiveness of the system without the constraints of running the system in real time. Results will include analyses of the differences between the trusted system’s predictions and those of the evaluated systems.

To provide interesting analysis, we will compare fuzzy decision-level fused systems to conventional rule-based systems and to simple well-known prediction aggregations. Additional analyses may be performed on the real-time performance of the systems, however, this should be considered more an example of computational feasibility than a significant benchmark.

7 Conclusion

While current market trends have the price of entry-level gaze-tracking hardware declining, tracking with high precision is a task currently reserved for specialized hardware which can quickly become very expensive. The use of several sensors in the gaze-tracking system has the potential to improve the accuracy of the predictions and provide a degree of flexibility uncommon in modern gaze-tracking systems. In this paper, we proposed several experiments to evaluate the effectiveness of multi-sensor gaze-tracking systems. The proposed work will identify the following: (1) if more accuracy can be extracted from a system using well-known sensor fusion techniques or (2) if we can create a more flexible system while maintaining the accuracy of more rigid systems.
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