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Abstract. Many routing protocols have been proposed for wireless ad hoc networks, and most of them are based on some variants of
flooding. Thus many routing messages are propagated through the network unnecessarily despite various optimizations. Gossip based
routing method has been used and re-investigated to reduce the number of messages in both wired networks and wireless ad hoc networks.
However, the global gossiping still generates many unnecessary messages in the area that could be far away from the line between sender
node and receiver node. We propose a regional gossip approach, where only the nodes within some region forward a message with some
probability, to reduce the overhead of the route discovery in the network. We show how to set the forwarding probability based on the region
and the network density both by theoretical analysis and by extensive simulations. Our simulations show that the number of messages
generated using this approach is much less than the simple global gossiping method, which already saves many messages compared with
global flooding. We expect that the improvement should be even more significant in larger networks.
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1. Introduction

Recent years saw a great amount of research in wireless net-
works, especially ad hoc wireless networks due to its po-
tential applications in various situations such as battlefield,
emergency relief, and so on. There are no wired infrastruc-
tures or cellular networks in ad hoc wireless network. Two
nodes can communicate directly if they are within the trans-
mission range of the other. Otherwise, they communicate
through multi-hop wireless links by using intermediate nodes
to relay the message. Consequently, each node in the wire-
less network also acts as a router, forwarding data packets
for other nodes. In addition, we assume that each node has
a low-power Global Position System (GPS) receiver, which
provides the position information of the node itself. If GPS
is not available, the distance between neighboring nodes can
be estimated on the basis of incoming signal strengths and
the direction of arrival. Relative co-ordinates of neighboring
nodes can be obtained by exchanging such information be-
tween neighbors [1].

The devices in the wireless ad hoc networks are often pow-
ered by batteries only. Thus, the power supply is limited and
it is often difficult to recharge the batteries, which motivates
many researches in designing power efficient protocols for
power assignment [2–7], topology control [8–14] and rout-
ing [15–17]. In addition, the bandwidth available is much
less compared with the wired networks counterpart due to its
unique transmission characteristics. Moreover, since nodes
can be mobile, routes may constantly change. Thus, the de-
signed routing protocols for wireless ad hoc networks should
use as less messages as possible, which will reduce power
consumption (thus enlong network life), and signal interfer-
ence (thus increase the throughput).

One of the key challenges in the design of ad hoc networks
is the development of dynamic routing protocols that can ef-
ficiently find routes between two communication nodes. In

recent years, a variety of routing protocols [16,18–32], tar-
geted specifically for ad hoc environment, have been devel-
oped. For the review of the state of the art of routing pro-
tocols, see surveys by Royer and Toh [33], by Ramanathan
and Steenstrup [34], and by Mauve et al. [35]. Some routing
protocols assume that the each node knows its own positions
(e.g., equipped with GPS receivers). These category of pro-
tocols are called Location-Aided Routing (LAR) protocols in
which the overhead of route discovery is decreased by uti-
lizing location information. Some protocols do not rely on
position information, and make use flooding (or some vari-
ants of flooding). Thus many routing messages are propa-
gated through the network unnecessarily despite possible var-
ious optimizations. Gossip based routing method has been
used and re-investigated to reduce the number of messages in
both wired networks and wireless ad hoc networks. When-
ever a node receives a message, it tosses a coin to decide
whether to forward a message or not in order to reduce the
total number of routing messages sent by all nodes. However,
the global gossiping still generates many unnecessary mes-
sages in the area that could be far away from the line between
sender node and receiver node. We propose a regional gossip
approach, where only the nodes within some region forward
a message with some probability, to reduce the overhead of
route discovery in the network.

The key observation for all gossiping based routing meth-
ods is that the gossiping exhibits a bimodal behavior, which
is well-known in the percolation theory [36,37]. This can
be rephrased as follows. Let p be the uniform probability
that a node will forward the routing message to its neighbors.
Then, there is a threshold value p0 such that, in sufficiently
large random networks, the gossip message quickly dies out
if p < p0 (p is slightly less than p0) and the gossip message
spreads to all network nodes if p > p0 (p is slightly greater
than p0). In other words, in almost all executions, either al-



62 LI ET AL.

most no node receives the message or almost all of them do.
So ideally, we would set the gossiping probability to some
value slightly larger than p0 to reduce the routing messages
propagated. When the network is sufficiently large, we can set
p sufficiently close to p0, thus save about (1−p0)n messages
overhead compared with the flooding, since about p0n nodes
will forward the message in gossiping based method com-
pared with n nodes forwarding in flooding. Hass et al. [24]
conducted extensive simulations to investigate the extent to
which this gossiping probability can be lowered. They found
that using gossiping probability between 0.6 and 0.8 suffices
to ensure that almost every node gets the message in almost
every routing. They report of up to 35% fewer messages than
flooding (close to our previous explanation). Notice that their
experimental setting of the network has some special config-
urations [24].

Although gossiping reduces the routing messages com-
pared with flooding, it still produces lots of unnecessary mes-
sages in regions that are far from the line between sender
node and receiver node. Notice that, the traditional gossip
will propagate the message to the whole network. To further
reduce the number of forwarding messages, we propose re-
gional gossiping, in which essentially only nodes inside some
region (derived from the source and target) will execute the
gossiping protocol, and nodes outside the region will not par-
ticipate in the gossiping at all. The region we select in our
simulations are some ellipses using the source and target as
foci. Notice that here we assume source node knows either
the exact or the approximate location of the destination node,
we will discuss this later in section 2 in detail. We also dy-
namically adjust the forwarding probability based on the node
density estimated by the current node. Our results show that,
by using appropriate optimization heuristics, we can save up
to 94% messages even compared with the global flooding
method.

The remaining of this paper is organized as follows. In sec-
tion 2, we review some known location services techniques
for wireless ad hoc networks. We study our regional gossip
method in detail in section 3. We demonstrate its effective-
ness by both theoretical study and extensive simulations in
section 4 . We also study the effectiveness of the regional gos-
siping on constructing multiple paths for any pair of source
and destination nodes in section 5. We conclude our paper
and discuss possible future research directions in section 6.

2. Preliminaries

We consider a wireless ad hoc network (or sensor network)
with all nodes distributed in a two-dimensional plane. As-
sume that all wireless nodes have distinctive identities and
each static wireless node knows its position information1 ei-
ther through a low-power Global Position System (GPS) re-
ceiver or through some other way. For simplicity, we also as-

1 More specifically, it is enough for our protocol when each node knows the
relative position of its one-hop neighbors. The relative position of neigh-
bors can be estimated by the direction of arrival and the strength of signal.

sume that all wireless nodes have the same maximum trans-
mission range and we normalize it to one unit. Throughout
this paper, a broadcast by a node u means that u sends the
message to all nodes within its transmission range. Notice
that, in wireless ad hoc networks, the radio signal sent out
by a node u can be received by all nodes within the trans-
mission range of u. The main communication cost in wire-
less networks is to send out the signal while the receiving and
processing costs of a message is neglected here.

2.1. Location service

Several proposed routing algorithms [18,22] assume that the
source node knows the position information (or approximate
position) of the destination node. Our regional gossip method
also assumes that the source node knows the current posi-
tion information of the target approximately. Notice that, for
sensor networks collecting data, the destination node is often
fixed, thus, location service is not needed in those applica-
tions. However, the help of a location service is needed in
most application scenarios. Mobile nodes register their loca-
tions to the location service. When a source node does not
know the position of the destination node, it queries the loca-
tion service to get that information. In cellular networks, there
are dedicated position severs. It will be difficult to implement
the centralized approach of location services in wireless ad-
hoc networks. First, for centralized approach, each node has
to know the position of the node that provides the location
services, which is a chicken-and-egg problem. Second, the
dynamic nature of the wireless ad hoc networks makes it very
unlikely that there is at least one location server available for
each node. Thus, we will concentrate on distributed location
services.

For the wireless ad hoc networks, the location service pro-
vided can be classified into four categorizes: some-for-all,
some-for-some, all-for-some, all-for-all. Some-for-all service
means that some wireless nodes provide location services for
all wireless nodes. Other categorizations are defined simi-
larly.

An example of all-for-all services is the location services
provided in the Distance Routing Effect Algorithm for Mo-
bility (DREAM) by Basagni et al. [38]. Each node stores a
database of the position information for all other nodes in the
wireless networks. Each node will regularly flood packets
containing its position to all other nodes. A frequency of the
flooding and the range of the flooding is used as a control of
the cost of updating and the accuracy of the database.

Using the idea of quorum developed in the databases and
distributed systems, Hass and Liang [39] and Stojmenovic
[40] developed quorum based location services for wireless
ad-hoc networks. Given a set of wireless nodes V , a quorum
system is a set of subset (Q1, Q2, . . . ,Qk) of nodes whose
union is V . These subsets could be mutually disjoint or often
have equal number of intersections. When one of the nodes
requires the information of the other, it suffices to query one
node (called the representative node of Qi ) from each quo-
rum Qi . A virtual backbone is often constructed between
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the representative nodes using a non-position-based methods
such as [41–44]. The updated information of a node v is sent
to the representative node (or the nearest if there are many) of
the quorum containing v. The difficulty of using quorum is
that the mobility of the nodes requires the frequent updating
of the quorums. The quorum based location service is often
some-for-some type.

The other promising location service is based on the
quadtree partition of the two-dimensional space [45]. It di-
vides the region containing the wireless network into hierar-
chy of squares. The partition of the space in [45] is uniform.
However, we notice that the partition could be non-uniform
if the density of the wireless nodes is not uniform for some
applications. Each node v will have the position information
of all nodes within the same smallest square containing v.
This position information of v is also propagated to up-layer
squares by storing it in the node with the nearest identity to v

in each up-layer square containing v. Using the nearest iden-
tity over the smallest identity, we can avoid the overload of
some nodes. The query is conducted accordingly. It is easy to
show that it takes about O(log n) time to update the location
of v and to query another node’s position information.

If the location service is not provided, the nodes can cache
the location information of some other nodes. When the
source node wants to send a message to the target, it directly
uses the region gossip if the target location is known. Oth-
erwise, it will use flooding (with selective forwarding [46]
to control the number of messages sent) to send the message
to all nodes within k hops, where k is a parameter to be set.
Then if a node within k hops knows the destination location,
that node then starts the regional gossip to send message to
the destination.

2.2. Random deployment and connectivity

Energy conservation is critical for the life of the wireless net-
work. One approach to save energy is to use the minimum
power to transmit the signal without disconnecting the net-
work. The universal minimum power used by all wireless
nodes, such that the induced network topology is connected,
is called the critical power. Determining the critical power
for static wireless ad hoc networks is well-studied [5,7,13]. It
remains to study the critical power for connectivity for mo-
bile wireless networks. As the wireless nodes move around, it
is impossible to have a unanimous critical power to guarantee
the connectivity for all instances of the network configuration.
Thus, we need to find a critical power, if possible, at which
each node has to transmit to guarantee the connectivity of the
network almost surely, i.e., with high probability almost one.

The wireless nodes are randomly deployed in majority
wireless ad hoc networks either due to its massive number,
due to its emergency requirement, or due to harsh environ-
ment. For simplicity, we assume that the n wireless devices
are distributed in a unit area square (or disk) according to
some distribution function, e.g., random uniform distribution,
denoted by Xn, or Poisson process, denoted by Pn.

Let G(V, r) be the graph defined on V with edges uv ∈ E

if and only if ‖uv‖ � r where ‖uv‖ is the Euclidean dis-
tance between nodes u and v. Let G�(Xn, rn) be the set of
graphs G(V, rn) for n nodes V that are uniformly and in-
dependently distributed in a two-dimensional region �. The
problem considered by Gupta and Kumar [5] is then to deter-
mine the value of rn such that a random graph in G�(Xn, rn)

is asymptotically connected with probability one as n goes to
infinity, when � is a unit disk. Specifically, they showed that
G(V, rn) is connected almost surely if nπr2

n � ln n + c(n)

for any c(n) with c(n) → ∞ as n goes to infinity, and
G(Xn, rn) is asymptotically disconnected with positive prob-
ability if nπr2

n = ln n + c(n) and lim supn c(n) < +∞. It is
unknown whether the same result holds if the geometry do-
main in which the wireless nodes are distributed is a unit-area
square instead of the unit-area disk.

Independently, Penrose [47] showed that the longest edge
Mn of the minimum spanning tree of n points randomly and
uniformly distributed in a unit area square C satisfies that

lim
n→∞ Pr

(
nπM2

n − ln n � α
) = e−e−α

,

for any real number α. This result gives the probability of the
network to be connected if the transmission radius is set as a
positive real number r when n goes to infinity. For example,
if we set α = ln ln n, we have

Pr
(
nπM2

n � ln n + ln ln n
) = e−1/ lnn.

It implies that the network is connected with probability at
least e−1/ ln n if the transmission radius rn satisfies nπr2

n =
ln n + ln ln n. Notice that e−1/ ln n > 1 − 1/ ln n from e−x >

1 − x for x > 0. By setting α = ln n, the probability that
the graph G(V, rn) is connected is at least e−1/n > 1 − 1/n,
where nπr2

n = 2 ln n. Notice that the above probability is
only true when n goes to infinity. When n is a finite number,
then the probability of the graph being connected is smaller.
In [48], Li et al. presented the experimental study of the prob-
ability of the graph G(V, rn) being connected for finite num-
ber n.

Gupta and Kumar [5] conjectured that if every node has
probability p of being fault, then the transmission range for
resulting a connected graph satisfies pπr2

n = log n/n. This
was recently confirmed by Wan et al. [49]. It is not difficult
to see that whether the global gossip can deliver the packet
is related to whether a set of randomly deployed nodes in a
region form a connected graph when each node has a uniform
faulting probability p. Consequently, given a wireless net-
work with n nodes , each with transmission range r , the relay
probability of a gossip routing protocol is p = log n/(πnr2

n),
when n goes to infinity. We conjecture that this is true for any
non-flat convex region �.

2.3. Fault tolerance and security

Fault tolerance is one of the central challenges in designing
the wireless ad hoc networks. To make fault tolerance pos-
sible, first of all, the underlying network topology must have
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multiple disjoint paths to connect any two given wireless de-
vices. Here the path could be vertex disjoint or edge disjoint.
Considering the communication nature of the wireless net-
works, the vertex disjoint multiple paths are often used in the
literature. A graph is called k-vertex connected (k-connected
for simplicity) if, for each pair of vertices, there are k mu-
tually vertex disjoint paths (except end-vertices) connecting
them. A k-connected wireless network can sustain the failure
of k − 1 nodes.

The connectivity of random graphs, especially the geomet-
ric graphs and its variations, have been considered in the ran-
dom graph theory literature [50], in the stochastic geometry
literature [47,51–54], and the wireless ad hoc network litera-
ture [2,5,55–61].

Penrose [53] showed that a graph of G(Xn, r) becomes
k-connected almost surely at the moment it has minimum de-
gree k. However, this does not mean to guarantee a graph over
n points is k-connected almost surely, we only have to con-
nect every node to its k nearest neighbors. Let V be a set of
n points randomly and uniformly distributed in a unit square
(or disk). Xue and Kumar [61] proved that, to guarantee that
a geometry graph over V is connected, the number of nearest
neighbors that every node has to connect must be asymptot-
ically �(ln n). Dette and Henze [51] studied the maximum
length of the graph by connecting every node to its k nearest
neighbors asymptotically. For the unit volume sphere, their
result implies that, when k > 2,

lim
n→∞ Pr

(
nπr2

n,k � ln n + (2k − 3) ln ln n − 2 ln(k − 1)!
− 2(k − 2) ln 2 + ln π + 2α

) = e−e−α

.

Li et al. [48] showed that, given n random points V over
a unit-area square, to guarantee that a geometry graph
over V is (k + 1)-connected, the number of nearest neigh-
bors that every node has to connect is asymptotically �(ln n+
(2k−1) ln ln n). Li et al. [48] derived a tighter bound on rn for
a set V of n two-dimensional points randomly and uniformly
distributed in C such that the graph G(V, rn) is k-connected
with high probability.

The theoretical value of the transmission ranges gives us
insight on how to set the transmission radius to achieve the
k-connectivity with certain probability. These results also ap-
ply to mobile networks when the moving of wireless nodes
always generate randomly (or Poisson process) distributed
node positions. Bettstetter [2] conducted the experiments to
study the relations of the k-connectivity and the minimum
node degree using toroidal model. Li et al. [48] also con-
ducted experiments to study the probability that a graph has
minimum degree k and has vertex connectivity k simultane-
ously using Euclidean model. Recently, Bahramgiri et al. [8]
showed how to decide the minimum transmission range of
each node such that the resulted directed communication
graph is k-connected. Here it assumes that the unit disk graph
by setting each node with the maximum transmission range
is k-connected. Lukovszki [62] gave a method to construct a
spanner that can sustain k nodes or k links failures.

3. Regional gossip

Although gossiping reduces the routing messages compared
with flooding, it still produces lots of unnecessary messages
in regions that are far away from the line between the source
and the target node. Notice that, the traditional gossip will
propagate the message to the whole network. To further re-
duce the number of forwarding messages, we propose re-
gional gossiping, in which essentially only nodes inside some
region (derived from the source and target) will execute the
gossiping protocol, and nodes outside the region will not par-
ticipate the gossiping at all. The region we select in our sim-
ulations are some ellipses using the source and target as foci.

We now describe our regional gossiping routing method
in detail. Assume that wireless mobile hosts are a set V of
n points distributed in a two-dimensional space. Each node
has a fixed transmission range r: all nodes within distance r

to a node v can receive the signal sent by v. Thus, all mo-
bile hosts define a communication graph G(V, r) in which
there is an edge uv iff ‖uv‖ � r . From now on, we also
assume that the source node knows the position of the target
node, the global ellipse factor �, in addition to its own posi-
tion. Every mobile host can get its own position through a
low-cost GPS. In many applications such as data-centric sen-
sor network, there is only a fixed number of destination nodes
(called sink), which is often static, thus every node knows the
positions of these possible target nodes. Otherwise, location
service is needed to find the location of the destination node.
The geometry information of the source node and the destina-
tion node and also the current route (i.e., the route from source
to the sender of the message) is piggybacked along with the
message packet. When a node, say v, receives a message, it
retrieves the geometry position of the source node and the tar-
get node. Node v then checks if it is inside the ellipse defined
by using the source point s and the destination point t as foci.
Notice that, a node v is inside this ellipse iff

‖vs‖ + ‖vt‖ � �‖st‖,
which can be checked trivially. When a node is not inside the
ellipse, it will just simply discard this message. Otherwise,
with a fixed probability p, the node forwards this message to
all nodes within its transmission range. Hereafter, we call p

the relay probability and � the ellipse factor of our regional
gossiping method. Obviously, the probability that the desti-
nation node receives the message depends on the relay prob-
ability p, the ellipse factor �, the number of nodes n, and the
transmission range r .

Gupta and Kumar [5] showed that a random graph G(V, r)

is connected whenever r is larger than some threshold
value rn. It is known that the global gossiping (by simply set-
ting � to ∞) exhibits some bimodal behavior: the destination
node receives the message if and only if the relay probability
is larger than some threshold value. We expect our regional
gossiping method to have the similar transmission phenom-
ena.

We then estimate the relay probability for a network of n

nodes. It was shown in [49] that given n wireless nodes dis-
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tributed in a unit square and each node has transmission range
rn and being off or fault with probability p, then the network
is connected with high probability if pnπr2

n � 2 ln n. Con-
sider the network of n nodes distributed in a square region
with side length a. Assume that the distance between the
source and the target is d and the ellipse factor is �. The
number of nodes inside the ellipse is then about

Nd = n

a2 · π�
√

�2 − 1

4
d2.

Since each node inside the ellipse forwards the message with
probability p after it receives the message, to let the target
receive the message almost surely, the subnetwork composed
of the nodes inside the ellipse with fault probability p must
be connected. In other words, the relay probability in our
regional gossiping is at least

p � ln Nd + c(Nd)

Ndπ(r/a)2 .

Here r is the transmission range of each wireless node and
c(Nd) is a number going to ∞ when Nd goes to ∞. The
probability that the network (each node is chosen with prob-
ability p) is connected is e−e−c(Nd )

. Substituting in Nd , we
have

p � 4a4 ln(nπ�
√

�2 − 1d2/(4a2))

π2d2r2�
√

�2 − 1 · n
= ln(nπ�̃2d̃2/4)

nπ2�̃2d̃2r̃2/4
.

Here �̃2 = �
√

�2 − 1, d̃ = d/a, and r̃ = r/a. Since for a
random pair of source and target nodes, d �

√
2a, we have

p � ln(nπ�̃2/4)

nπ2�̃2r̃2/4
.

For example, consider a network of n = 1000 nodes distrib-
uted in a square of side length a = 15, and each node has
transmission range r = 1. For ellipse factor � = 1.2, we can
calculate the relay probability p such that the regional gossip-
ing routing can deliver the packets almost surely as

p � ln(nπ�̃2/4)

nπ2�̃2r̃2/4
= 0.74.

The actual relay probability should be larger since we omit
the number c(Nd) here, which actually decides the success
probability of the regional gossiping. The percentage of all
vertices involved is at most

p · Nd/n = ln(nπ�̃2d̃2/4)

πr̃2 · n � 0.46.

Since the distance d between most pairs of source and target is
small compared with a, the actual number of involved vertices
is much smaller. Let Pd be the probability that a pair of source
and target has distance d . The average percentage of number
of vertices (for all source and target pairs) is actually

∫ a

x=0 p ·
NxPx/n dx. It is not difficult to show that the percentage of
vertices involved in regional gossiping is at most pNd/2n =

0.23. When the ellipse factor � = ∞, we can estimate the
relay probability of the regional gossiping as

p � ln n

nπr̃2
= 0.495.

The actual relay probability should be larger, so do the per-
centage of vertices involved in global gossiping. The exper-
iments discussed in the following sections verify the above
study.

4. Experimental studies

4.1. Simulation environment

We conducted extensive simulations to study the performance
of our region gossiping method. We model the network by
unit disk graph and the mobile hosts are randomly placed
in a square region. We tried unit disk graphs with different
number of vertices that are randomly placed in a 15 × 15
square. Notice that the density of the graph must be above
some threshold to see the effectiveness of the algorithm oth-
erwise the properties would be hidden and cannot be seen. In
other words, the algorithm works better for dense graphs than
sparse graphs with the same parameters p and �.

There are different parameters involved in our simulations,
which are described as follows:

Number of vertices. We tried graphs with 1000, 1500 and
2000 vertices. For convenience, we use n to denote the num-
ber of vertices.

Ellipse factor. In each iteration of the simulation, the source
vertex and the target vertex are the foci of an ellipse with el-
lipse factor � chosen from 1.2, 1.4, 1.6, 1.8 and 2. We also
consider the case where the ellipse factor � is ∞ which is just
the traditional global gossiping method. The smaller the el-
lipse factor is, the narrower the ellipse will be. Notice that
ellipse factor must be greater than one.

Transmission range. Remember that to make the graph
G(V, r) connected, the transmission range has to be greater
than some threshold value rn. To study the effect of the graph
density on the delivery rate, we tried different values of trans-
mission range: 1, 1.5, 2, 2.5 and 3. From the result by Gupta
and Kumar [5], given 1000 nodes in a 15 × 15 square, the
transmission range should be at least about 0.7 to guarantee a
connected network G(V, r) theoretically.

Relay probability. In our simulation, we use different relay
probabilities p. First, we use the relay probabilities p from
0.1 to 1.0 with step 0.1 and we find that, when the network
is dense enough, the transmission phenomenon happens be-
tween two intervals of relay probabilities. To study this trans-
mission phenomenon in detail, we further refine our relay
probabilities. Specifically, we conduct further simulations us-
ing relay probabilities from 0.02 to 0.30 with step 0.02.
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Beside the above parameters there are two more constant
metrics used in our simulations as follows:

Source-target pairs. To compute the exact value of the av-
erage delivery rate, we have to try all possible pairs for each
graph, which is n·(n−1), where n is the number of vertices. It
is not feasible to test all pairs when n is large. Instead we ran-
domly select 100 pairs for each graph and conduct regional
gossiping based routing for each pair. Although we are not
testing all possible pairs, choosing 100 random pairs would
give the results close enough to exact values.

Number of try’s. The delivery probability (called delivery
rate also) of our regional gossiping method for a pair of nodes
is defined as the probability that the destination node receives
the message. To compute the delivery rate, we tried sending
the message 1000 times for each pair and then the delivery
rate is approximated by the total number of times that the
message reached the target divided by the total number that
the message is sent (which is 1000 in out simulations).

There are four different types of nodes in each iteration of
our simulations:

(1) Not in ellipse. Nodes that are out of the ellipse region.

(2) Blocked. Nodes that receive the message and do not relay
it.

(3) Relayed. Nodes that receive and relay the message.

(4) Initial hops nodes. The nodes within the initial hops al-
ways receive the message and from those, the ones whose
distance from source is less than some fix initial hops pa-
rameter, always relay the message. Other nodes inside the
ellipse relay the message with the given relay probability.

Here we want to involve as little nodes as possible. In other
words, we want to minimize the number of nodes that relay

the message. It is important because sending message con-
sumes energy and energy is a bottleneck for wireless nodes.

In all the figures of this paper the Y-axis is either the mes-
sage delivery rate or the percentage of vertices that are in-
volved in message delivery, and the X-axis is one of the pa-
rameters with respect to another parameter which is shown
in the legend and the remaining two parameters are fixed.
For example, we can show message delivery rate as a func-
tion of relay probability p for different values of ellipse fac-
tor �, while the transmission range r and the number of ver-
tices n are fixed (see figure 1). Each point in each figure rep-
resents the average of the 100, 000 iterations since we will
test 100 different source-target pairs, and each pair is tested
1000 times, when all four parameters are fixed.

We believe that the relay probability and the graph density
are two major factors of message delivery rate. On the other
hand, the ellipse factor and the relay probability are the major
factors determining the number of vertices that are involved
in message delivery. Here a node is said to be involved if it
relays the message. In other words, when the Y-axis is the
message delivery rate and X-axis is either relay probability,
number of vertices or transmission range, we expect to see a
jump in the figures. It means that when the X-axis exceeds
some threshold, then the regional gossiping method almost
surely guarantees that the message arrives at the target. When
the X-axis is less than some threshold, the target almost never
gets the message.

4.2. Message delivery rate as a function of relay probability

We first conduct extensive simulations to study the effect of
the relay probability on the message delivery rate. Intuitively,
if we increase the relay probability, the message delivery rate
increases. Besides the relay probability, we vary either the el-
lipse factor �, or the number of vertices n, or the transmission
range r . Now we discuss them one by one as follows.

(a) (b)

Figure 1. Message delivery rate as a function of relay probability for different values of ellipse factor. Here transmission range is 1. (a) Number of vertices
is 1000. (b) Number of vertices is 2000.
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1. Message delivery rate as a function of relay probability for
different values of ellipse factor. As can be seen in figure 1,
when the probability exceeds some threshold the delivery rate
jumps from near 0% to near 100%. In each figure, this thresh-
old decreases as the ellipse factor increases because the bigger
the ellipse factor is, the more vertices contribute in message
delivery, and consequently, the probability of the message to
reach the target, which is nothing but the message delivery
rate, increases. For both figures the transmission range is
fixed to 1 unit and the number of vertices is also fixed to 1000
and 2000, respectively.

From figure 1, we observe that when the graph becomes
denser (more vertices in this case), the curve jumps earlier,
and the reason is each time a vertex relays the message,
more nodes get the message (due to more neighbors in dense
graphs) so the probability that the message reaches the target
increases.

One important observation is as follows: as we increase
the ellipse factor, the message delivery rate does not increase
proportionally. Surprisingly, when the ellipse factor is around
1.8, the message delivery rate is almost as good as the one
using global gossiping (i.e., the ellipse factor constraint is
relaxed to ∞). The reason is where a bigger ellipse factor
is used we are actually considering the vertices that are less
helpful than the vertices which are already considered. Intu-
itively, the vertices, which are far away from the line connect-
ing the source and target, do not help improving the message
delivery rate.

We also observe that, for a fixed relay probability, when the
graph is dense, even a narrow ellipse could guarantee a good
rate of message delivery. Achieving the same delivery rate
using the same relay probability, for a sparser graph, might
not be possible, even if the ellipse factor is relaxed to infin-
ity. In other words, the ellipse factor does not compensate the
description of the graph density. For example, in figure 1(b),

when the relay probability is 0.3 with ellipse factor of 1.4, the
delivery rate is about 95% for n = 2000, while we cannot
achieve this rate when n = 1000 (see figure 1(a)).

2. Number of nodes involved in message delivery as a func-
tion of relay probability for different values of ellipse factor.
So far, we have concentrated on the transition phenomena of
the delivery rate over the relay probability. Not only the deliv-
ery rate is important for the network performance, but also the
number of vertices involved in the message delivery is impor-
tant for the network life since the wireless devices are often
powered by the batteries only.

The challenge is to find an ellipse factor and a relay prob-
ability such that not only the delivery rate is high (close to
100%) but also the number of vertices involved in the message
delivery is as small as possible. Actually the ellipse factor
and the number of vertices involved in sending the message
from source to target, work against each other. It means that
if we choose a bigger ellipse factor, a higher delivery rate is
achieved, on the other hand, lots of vertices will be involved
in route discovery. In reverse, if we choose a small ellipse
factor then fewer vertices will be involved but it may not have
a good delivery rate.

As can be seen in figure 2, the relation between the num-
ber of vertices involved and the relay probability with respect
to ellipse factors is close to linear. The bigger the relay prob-
ability, the more number of vertices will be involved in the
message delivery. The exact relation between the number of
vertices and relay probability is not simple. Clearly, the far-
ther it is from the source, the less probability it will get the
the message to relay.

In figure 2 when the ellipse factor is infinity, we are ac-
tually flooding the network with a uniform relay probability,
and when this relay probability is 1, the network is completely

(a) (b)

Figure 2. Number of nodes involved in message delivery as a function of relay probability for different values of ellipse factor. Here transmission range is 1.
(a) Number of vertices is 1000. (b) Number sof vertices is 2000.
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flooded, i.e., traditional flooding, so all nodes have the chance
to contribute in message delivery.

Assume that we want to have the delivery rate more than
99%, first consider the case in which we have 1000 nodes,
illustrated in figures 1(b) and 2(b).

We build the table 1 as follows: for each ellipse factor, we
can find the needed relay probability to guarantee the message
delivery above 99% from figure 1, and then by knowing the
values of ellipse factor and the relay probability we can find
the percentage of vertices that are involved from figure 2.

For example, to achieve this rate (above 99%) when ellipse
factor is 1.2, the relay probability must be at least 0.9 (see fig-
ure 1). Then having these two values fixed, we can find the
number of nodes that are involved from figure 2, which would
be about 15% of all vertices. Doing the same thing for differ-
ent values of ellipse factor, we get table 1.

The first column is the different ellipse factors we simu-
lated, and the second column is the corresponding relay prob-
ability in our regional gossip method to guarantee this fixed
delivery rate 99%, and the third column is the percentage of
vertices that are involved in our regional gossiping (i.e., re-
laying the message).

Table 1 shows that we could involve only 15% of vertices
to guarantee the message delivery rate above 99% when the
ellipse factor is 1.2. If we do the same calculations where
there are 2000 nodes then only 10% of vertices will be in-

Table 1
Percentage of the vertices involved in message delivery.

Ellipse factor Relay probability Vertices involved (%)

1.2 0.9 15
1.4 0.8 22
1.6 0.7 25
1.8 0.7 30

infinity 0.7 70

volved (see figures 1 and 2) by choosing ellipse factor 1.2
and relay probability 0.5.

So far the transmission rang was fixed to 1. We were mo-
tivated to study the effect of transmission range as well. We
then tried different values of transmission range. Obviously
the larger the transmission range is, the denser the graph will
be and as mentioned before that causes the jump to occur ear-
lier.

In figure 3 the transmission range is 2. See how similar
figure 1 and figure 3 are, the only difference between these
two figures is the probability at which the jump occurs for
any fixed ellipse factor. Since in delivery rate happens earlier
and quicker when the transmission range increases, we plot
the figures using relay probability range [0, 0.3] for r = 2,
instead of [0, 1] for r = 1.

Again assume that we want to have the delivery rate more
than 99%. Consider the case in which we have 1000 nodes,
but the transmission range is 2 (figures 3(a) and (b)).

We build table 2 as we built table 1: for each ellipse factor.
We can find the relay probability that guarantees the message
delivery rate above 99% from figure 3(a), and then by know-
ing the values of ellipse factor and the relay probability we
can find the percentage of vertices involved in message deliv-
ery from figure 3(b).

For example, to achieve this rate (above 99%) when el-
lipse factor is 1.2, the relay probability must be 0.3 (see fig-
ure 3(a)). Then having these two values fixed, we can find the
number of nodes involved from figure 3(b), which would be
about 8%. Doing the same thing for different values of ellipse
factor, we get table 2.

Table 2 shows that we could involve only 8% of vertices
to guarantee the message delivery rate above 99% for net-
works of 1000 nodes and with transmission range equal to 2.
If we do the same calculations for networks of 2000 nodes

(a) (b)

Figure 3. (a) Message delivery rate as a function of relay probability for different values of ellipse factor. Here number of vertices is 1000 and transmission
range is 2. (b) Number of nodes involved in message delivery as a function of relay probability for different values of ellipse factor. Here number of vertices

is 1000 and transmission range is 2.
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with transmission range equal to 2, then only 6% of vertices
will be involved (figures are not shown here).

3. Message delivery rate as a function of relay probability
for different values of transmission range. So far we plotted
the message delivery rate as a function of relay probability for
different values of ellipse factor. Let us replace the ellipse fac-
tor parameter with transmission range and see how the graph
behaves.

As you can see in figure 4, transmission range plays a very
important role in message delivery (see how far the curves are
from each other). As the transmission range is increased, the
delivery rate improves significantly as opposed to the situa-
tion we had earlier with ellipse factor. The reason is when the
transmission range is bigger then each node will be connected
to more nodes, in other words the graph density increases.
Thus, each time a node relays the message, more nodes will
get it and the probability that the message dies out becomes
smaller. Here in figure 4, the ellipse factor is fixed to 1.6.

We built table 3 as follows: for each transmission range,
we can find the relay probability that guarantees the mes-
sage delivery rate above 99% from figure 4(a), and then by
knowing the values of transmission range and the relay prob-
ability we can find the percentage of vertices involved from
figure 4(b).

For example, to achieve this rate (above 99%) when trans-
mission range is 1, the relay probability must be at least 0.8,

(see figure 4(a)). Then having these two values fixed, we
can find the percentage of vertices involved from figure 4(b),
which would be about 30%. We get table 3 by doing the same
calculation for different values of transmission range.

Table 3 illustrates the number of vertices involved in the
regional gossip routing to guarantee a fixed delivery rate 99%
for networks of 1000 nodes with ellipse factor 1.6. Observe
that, all these curves intersect in a common point when the re-
lay probability is 1. Because the ellipse factor is fixed, chang-
ing the transmission range does not change the number of
nodes that are inside ellipse, which is total number of vertices
involved in message delivery when the relay probability is 1.
Actually it is possible to have a node in the ellipse which does
not contribute in message delivery even when the relay prob-
ability is 1, but that is very unlikely. It happens only when
a node in the ellipse doesn’t have any neighbor inside the el-
lipse. In our simulations this scenario happened 2 times out
of 180,000,000 iterations.

Another observation is that we get different curves for dif-
ferent transmission ranges. Typically, when the transmission
range is larger, more nodes inside this ellipse will be involved
in the message delivery.

4. Message delivery rate as a function of relay probability
for different number of nodes. In our simulations we stud-
ied networks with different densities in two different ways.

Table 2
Percentage of the vertices involved in message delivery.

Ellipse factor Relay probability Vertices involved (%)

1.2 0.3 8
1.4 0.24 11
1.6 0.22 13
1.8 0.20 14

infinity 0.20 15

Table 3
Percentage of the vertices involved in message delivery.

Transmission range Probability Vertices involved (%)

1.0 0.8 30
1.5 0.5 20
2.0 0.3 14
2.5 0.14 12
3.0 0.11 11.71

(a) (b)

Figure 4. (a) Message delivery rate as a function of relay probability for different values of transmission range. Here number of vertices is 1000 and the
ellipse factor is 1.6. (b) Number of nodes involved in message delivery as a function of relay probability for different values of transmission range. Here

number of vertices is 1000 and ellipse factor is 1.6.
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(a) (b)

Figure 5. (a) Message delivery rate as a function of relay probability for different number of nodes. Here ellipse factor is 1.6 and transmission range is 1.
(b) Number of nodes involved as a function of relay probability for different number of nodes. Here ellipse factor is 1.6 and transmission range is 1.

First, as described in the previous section, we studied net-
works with fixed number of vertices and different transmis-
sion ranges. Now we study networks with fixed transmission
range and different number of vertices placed in a 15 × 15
square. In both cases we expect the similar results if the net-
work densities are similar.

As you can see in figure 5, the number of vertices plays
an important role in message delivery (see how far the curves
are from each other). Here we have the same reasoning as the
previous section. As the number of vertices is increased, the
delivery rate improves significantly. The reason is when there
are more vertices in the same area, the graph becomes denser.
Thus, each time a node relays the message more nodes will
get it and the probability that the message dies out becomes
smaller.

Now let us look at the percentage of nodes that are involved
in message delivery as a function of relay probability for dif-
ferent number of nodes (see figure 5). Remember that in this
case ellipse factor and transmission range are fixed. Here we
have the same ellipse with different number of vertices in-
side them. When there are more vertices in the same area
the message is delivered with higher probability since more
nodes will relay the message. Notice that, given a fixed relay
probability, when the node density exceeds some threshold
(depending on the relay probability) almost all nodes inside
the ellipse will receive the message, thus, have the chance to
relay the massage. In other words, if the relay probability is
low, high message delivery rate still can be achieved if the
graph is dense enough and if the graph is sparse, high mes-
sage delivery rate still can be achieved by increasing the relay
probability. On the other hand, larger relay probability will
involve more nodes in message delivery (the number of nodes
involved is almost linear to the relay probability as shown in
right figure of figure 5).

4.3. Message delivery rate as a function of ellipse factor

We can look at the problem from a totally different point of
view. So far we have concentrated on the transition phenom-
ena of the delivery rate over the relay probability. In other
words, in all figures the X-axis was the relay probability. Now
let us see how the network behaves if we use different ellipse
factors while some other parameters are fixed. We found that,
regardless of the network density and relay probability, in-
creasing the ellipse factor does not improve the message de-
livery rate significantly.

1. Message delivery rate as a function of ellipse factor for
different values of transmission range. First let us fix the re-
lay probability and the number of vertices. Remember that to
change the message delivery rate dramatically we can either
increase the relay probability or increase the network density.
As can be seen in figure 6 there is no jump. In other words,
increasing the ellipse factor does not improve the message de-
livery rate dramatically.

Figure 6 shows when the relay probability is fixed, regard-
less of the value of ellipse factor, the graph density must be
above some threshold to guarantee a high message delivery.
As you can see in figure 6(a) when the transmission range
is less than 1.5 then the delivery rate is always below 20%
even if the ellipse factor constraint is relaxed (the case where
ellipse factor constraint is relaxed and not shown in figure 6).

As it is expected if we set the relay probability to a higher
value then the delivery rate would be higher. This is illus-
trated in figure 6: if we increase the value of the relay prob-
ability (from figure 6(a) to figure 6(b)) all curves will be
shifted up.

2. Message delivery rate as a function of ellipse factor for
different number of vertices. As mentioned earlier, the net-
work density can be increased either by increasing the trans-
mission range or by increasing the number of vertices. Now
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(a) (b)

Figure 6. Message delivery rate as a function of relay probability for different values of transmission range. Here number of vertices is 1000. Relay probability
is (a) 0.1, (b) 0.3.

(a) (b)

Figure 7. (a) Message delivery rate as a function of ellipse factor for different number of vertices. Here transmission range is 1 and relay probability is 0.3.
(b) Number of nodes involved in message delivery as a function of ellipse factor for different number of vertices. Here transmission range is 1 and relay

probability is 0.3.

we replace the transmission range of the previous section with
number of vertices and we expect similar results. In other
words, let us fix the relay probability and the transmission
range to see the delivery rate as a function of ellipse factor for
different number of vertices.

Again, as can be seen in figure 7 there is no jump. In other
words, increasing the ellipse factor does not improve the mes-
sage delivery rate dramatically.

3. Message delivery rate as a function of ellipse factor for
different values of relay probability. In the previous two sec-
tions, we studied the effect of ellipse factor in networks with
different densities, in this section instead of changing the net-
work density, we change the relay probability. Thus, in this
section, the network density is fixed. Specifically, we study

the message delivery rate (as a function of ellipse factor for
different values of relay probability) by fixing the number of
nodes and the transmission range.

In figure 8 when the relay probability is below some
threshold, a high delivery rate cannot be achieved even when
the ellipse factor constraint is relaxed. Figure 8 is similar to
figures 6 and 7 due to the fact that a high relay probabil-
ity can compensate the sparseness of the network and vice
versa.

Intuitively, all the discussions of the two previous sections
apply to this section too. For example, when the network
density is larger than some threshold, the number of vertices
involved is almost linear to the ellipse factor, see figures 7
and 8.
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(a) (b)

Figure 8. (a) Message delivery rate as a function of ellipse factor for different values of relay probability. Here transmission range is 1 and number of vertices
is 1000. (b) Number of nodes involved in message delivery as a function of ellipse factor for different values of relay probability. Here transmission range

is 1 and number of vertices is 1000.

(a) (b)

Figure 9. (a) Message delivery rate as a function of transmission range for different values of relay probability. Here ellipse factor is 1.6 and number of
vertices is 1000. (b) Number of nodes involved in message delivery as a function of transmission range for different values of relay probability. Here ellipse

factor is 1.6 and number of vertices is 1000.

4.4. Message delivery rate as a function of transmission
range

We can look at the problem from a totally different point of
view. So far the X-axis was the relay probability or the ellipse
factor. Thus, for each curve in figures discussed in previous
sections, the network density was fixed. But if we choose the
transmission range or number of vertices as the X-axis then
the graph density changes for each curve. We first study the
case where the X-axis is the transmission range and in the
next section we study the case where the X-axis is the the
number of vertices.

1. Message delivery rate as a function of transmission range
for different values of relay probability. First let us fix the

ellipse factor and the number of vertices. We expect to see
jump because in each curve the graph density changes and
also we expect to see curves that are far from each other due
to the fact that for each curve the relay probability is fixed.

As you can see in figure 9 when the relay probability is
bigger the jump occurs earlier. This figure is similar to fig-
ure 4 due to the fact that the relay probability and transmis-
sion range both improve the message delivery rate signifi-
cantly.

2. Message delivery rate as a function of transmission range
for different values of ellipse factor. Let us fix the number
of vertices and the relay probability to see the delivery rate as
a function of transmission range for different values of ellipse
factor. As you can see in figure 10, like figure 1, as we in-
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(a) (b)

Figure 10. (a) Message delivery rate as a function of transmission range for different values of ellipse factor. Here number of vertices is 1000 and relay
probability is 0.2. (b) Number of nodes involved in message delivery as a function of transmission range for different values of ellipse factor. Here number of

vertices is 1000 and relay probability is 0.2.

crease the ellipse factor, the message delivery rate does not in-
crease proportionally. The only difference between figure 10
and figure 1 is: in figure 10 the network density changes in
each curve but in figure 1 the relay probability changes in
each curve. Since increasing either the relay probability or
transmission range improves the message delivery, exchang-
ing those will lead to similar results. Observe that when the
ellipse factor is 1.8, the delivery rate is almost the same as the
global gossiping.

Observe that, in figure 10, the number of vertices involved
in message delivery is almost linear after the transmission
range is larger than some threshold (almost 2). When the
transmission range is small, the number of nodes involved is
small since the message quickly dies out (the relay probability
is 0.2 here).

3. Message delivery rate as a function of transmission range
for different number of vertices. Now let us fix the ellipse
factor and the relay probability to study the message delivery
rate (as a function of transmission range for different number
of vertices). Since the transmission range and the number of
vertices are factors that affect the network density, not only
the network density changes in each curve, but also the net-
work density is different for each curve.

In figure 11, not only the jump occurs (due to the change
of graph density), but also the curves are far from each other
(again due to the change of graph density).

Observe that, the number of vertices involved in the mes-
sage delivery increases almost proportionally to the transmis-
sion range when the relay probability is set to 0.2 (see figure
11(a)). However, when the relay probability increases, say
0.7, the percentage of the number of vertices involved is al-
most constant, see figure 11(b).

4.5. Message delivery rate as a function of number of
vertices

The last parameter is the number of vertices. Since both trans-
mission range and number of vertices affect the network den-
sity, we expect similar results like the previous section.

1. Message delivery rate as a function of number of vertices
for different values of relay probability. Now let us fix the
ellipse factor and the transmission range to see delivery rate
as a function of number of vertices for different values of re-
lay probability. As shown in figure 12, if we use a big enough
relay probability, a high delivery rate is guaranteed. But when
the relay probability is small then we need a large number of
vertices to compensate this small relay probability to guaran-
tee a high delivery rate.

2. Message delivery rate as a function of number of vertices
for different values of ellipse factor. Now let us fix the relay
probability and the transmission range to see delivery rate as
a function of number of vertices for different values of ellipse
factor. Illustrated by figure 13, like figure 10, as we increase
the ellipse factor, the message delivery rate does not increase
proportionally.

3. Message delivery rate as a function of number of vertices
for different values of transmission range. Now let us fix the
ellipse factor and the relay probability to see delivery rate as
a function of number of vertices for different values of trans-
mission range. As you can see in figure 14, the bigger the
number of vertices is, the earlier the jump occurs.

Figures 12–14 study the number of vertices that are in-
volved in the message delivery. In these figures, we found
that there are some strange jumps when the number of
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(a) (b)

Figure 11. (a) Message delivery rate as a function of transmission range for different number of vertices. Here ellipse factor is 1.6 and relay probability is 0.2.
(b) Number of nodes involved in message delivery as a function of transmission range for different number of vertices.Here ellipse factor is 1.6 and relay

probability is 0.2.

(a) (b)

Figure 12. (a) Message delivery rate as a function of number of vertices for different values of relay probability. Here ellipse factor is 1.6 and transmission
range is 1. (b) Number of nodes involved in message delivery as a function of number of vertices for different values of relay probability. Here ellipse factor

is 1.6 and transmission range is 1.

vertices is around 1250. We are studying why this hap-
pens.

5. Fault tolerance

To study the fault tolerance of the ad-hoc networks, we simu-
lated the cases in which the target receives the message more
than once. The figure 15 shows the number of times that the
message is delivered to the target at least twice as a function
of relay probability for different values of ellipse factor. If
target has h neighbors inside the ellipse in the best case (i.e.,
all neighbors of the target receive the message) we expect the
message to be delivered p × h times. Note that if the target
has only one neighbor inside the ellipse, then the target has no

chance to receive the message more than once. Observe that
figure 15 is a little bit misleading. It shows that with a narrow
ellipse and the replay probability fixed to 1 the probability
that the target receives the message more than once is below
95%. The reason is in our simulations, the source–target pairs
are chosen randomly, so in some cases the target is only one
hop away from the source, thus the target gets the message for
sure but at the same time, due to the closeness of source and
target, there might not be another neighbor inside the ellipse
for target. Thus the target has no chance to receive the mes-
sage more than once. In other words, in some cases, although
the message delivery rate is 100%, the chance that the target
receives the message more than once is 0%.
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(a) (b)

Figure 13. (a) Message delivery rate as a function of number of vertices for different values of ellipse factor. Here relay probability is 0.4 and transmission
range is 1. (b) Number of nodes involved in message delivery as a function of number of vertices for different values of ellipse factor. Here relay probability

is 0.4 and transmission range is 1.

(a) (b)

Figure 14. (a) Message delivery rate as a function of number of vertices for different values of transmission range. Here ellipse factor is 1.6 and relay
probability is 0.2. (b) Number of nodes involved in message delivery as a function of number of vertices for different values of transmission range. Here

ellipse factor is 1.6 and relay probability is 0.2.

6. Conclusion and future work

We proposed a regional gossip approach, where only the
nodes within some region forward the routing message with
some probability, to reduce the overhead of the routing pro-
tocol imposed on the network. We showed how to set the for-
warding probability based on the region and the estimated
network density both by theoretical analysis and by exten-
sive simulations. Our simulations showed that the number of
messages generated using this approach is less than the sim-
ple global flooding (up to 94%), which already saves many
messages compared with global flooding.

Hass et al. [24] expected that the global gossiping com-
bined with the cluster-based routing can further improve the

performance. We doubt this due to two reasons: (1) the back-
bone formed by clusterheads are already very sparse, and to
guarantee that all nodes receive the messages, the gossiping
probability is very high; and (2) the communication cost to
maintain the backbone will also offset the benefit gained by
global gossiping, if there is any. We will conduct simulations
to study this.

One of the main questions remaining to be studied is to use
non-uniform ellipse factors. In our simulations, the ellipse
factor is uniform regardless of the distance between source
and target. We believe that using a bigger ellipse factor, when
the source and target are close, will get better results.

Another question is studying networks with different den-
sities, meaning that instead of trying different transmission
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Figure 15. The number of times that the message receives the target more
than once as a function of relay probability for different values of ellipse

factor. Here transmission range is 1 and number of vertices is 1000.

ranges and different number of nodes, networks with differ-
ent densities can be studied. To generate a network with
a given density with respect to transmission range, we can
keep adding nodes to the network until the desired density is
reached.

We had assumed that two nodes can always communicate
if their distance is no more than the transmission range. How-
ever, this is not totally true practically. Some pair of nodes
cannot communicate at all even if they are close. We can
model this by assigning another link probability pl : a link ex-
ist with probability pl . Here probability pl could be uniform
or dependent on the distance between the pair of nodes.
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