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/Abstra
t. This paper introdu
es an information theoreti
 model thatallows to quantify the degree of anonymity provided by s
hemes foranonymous 
onne
tions. It 
onsiders atta
kers that obtain probabilis-ti
 information about users. The degree is based on the probabilities anatta
ker, after observing the system, assigns to the di�erent users of thesystem as being the originators of a message. As a proof of 
on
ept, themodel is applied to some existing systems. The model is shown to bevery useful for evaluating the level of priva
y a system provides undervarious atta
k s
enarios, for measuring the amount of information an at-ta
ker gets with a parti
ular atta
k and for 
omparing di�erent systemsamongst ea
h other.1 Introdu
tionIn today's expanding on-line world, there is an in
reasing 
on
ern about theprote
tion of anonymity and priva
y in ele
troni
 servi
es. In the past, manyte
hni
al solutions have been proposed that hide a user's identity in various ap-pli
ations and servi
es. Anonymity is an important issue in ele
troni
 payments,ele
troni
 voting, ele
troni
 au
tions, but also for email and web browsing.A distin
tion 
an be made between 
onne
tion anonymity and data anonymity.Data anonymity is about �ltering any identifying information out of the datathat is ex
hanged in a parti
ular appli
ation. Conne
tion anonymity is abouthiding the identities of sour
e and destination during the a
tual data transfer.The model presented in this paper fo
uses on the level of 
onne
tion anonymitya system 
an provide, and does not indi
ate any level of data anonymity.Information theory has proven to be a useful tool to measure the amount ofinformation (for an introdu
tion, see Cover and Thomas [4℄). We try to measurethe information obtained by the atta
ker. In this paper, a model is proposed,based on Shannon's de�nition of entropy [11℄, that allows to quantify the degreeof anonymity of an ele
troni
 system. This degree will be dependent on the powerof the atta
ker. The model is shown to be very useful to evaluate the anonymitya system provides under di�erent 
ir
umstan
es, to 
ompare di�erent systems,and to understand how a system 
an be improved.Appeared in Pro
eedings of PET 2002, April 14-15, 2002, San Fran
is
o,In Hannes Federath (Ed.), Designing Priva
y Enhan
ing Te
hnologies, Le
ture Notesin Computer S
ien
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21.1 Related workTo our knowledge, there have been several attempts to quantify the degree ofanonymity of a user provided by an anonymous 
onne
tion system.Reiter and Rubin [9℄ de�ne the degree of anonymity as 1� p, where p is theprobability assigned to a parti
ular user by the atta
ker. We believe that thisdegree is useful to get an idea of the anonymity provided by the system to the userwho is in the worst 
ase, but it does not give information on how distinguishablethe user is within the anonymity set. For a system with a large number of possiblesenders the user who is in the worst 
ase may have an assigned probability thatis less than 1=2 but still be distinguishable by the atta
ker be
ause the rest ofthe users have very low asso
iated probabilities.Berthold et al. [2℄ de�ne the degree of anonymity as A = log2(N), where Nis the number of users of the system. This degree only depends on the number ofusers of the system, and does not take into a

ount the information the atta
kermay obtain by observing the system. Therefore, it is not useful to measure therobustness of the system towards atta
ks. The degree we propose in this papermeasures the information the atta
ker gets, taking into a

ount the whole set ofusers and the probabilisti
 information the atta
ker obtains about them.Wright et al. analyze the degradation of anonymous proto
ols in [12℄. Theyassume that there is a re
urring 
onne
tion between the sender of a message anthe re
eiver.An anonymity measurement model similar to the one proposed in this paperhas been independently proposed by Serjantov and Danezis in [10℄. The maindi�eren
e between the two models is that their system does not normalize thedegree in order to get a value relative to the anonymity level of the ideal systemfor the same number of users.1.2 Outline of the paperThis paper is organized as follows: Se
tion 2 des
ribes the system and atta
kmodel; the a
tual measurement model is then proposed in Se
tion 3. As a proofof 
on
ept, this model is applied to some existing systems in Se
tion 4. Finally,our 
on
lusions and some open problems are presented.2 System modelIn this paper we fo
us on systems that provide anonymity through mixes. Thesystem model we 
onsider, thus 
onsists of the following entities:Senders. These are users who send (or have the ability to send) messages tore
ipients. These messages 
an be emails, queries to a database, requests of webpages, or any other stream of data. The senders 
an be grouped into the setof senders, that is also 
alled the anonymity set. These are the entities of thesystem whose anonymity we want to prote
t.Appeared in Pro
eedings of PET 2002, April 14-15, 2002, San Fran
is
o,In Hannes Federath (Ed.), Designing Priva
y Enhan
ing Te
hnologies, Le
ture Notesin Computer S
ien
e, 2002.



3During the atta
k, we 
onsider the number of senders 
onstant, and sendersbehaving as independent, identi
al Poisson pro
esses. This is a standard assump-tion for modeling the behavior of users making phone 
alls [5℄. This means thatall users send, in average, the same amount of messages, and the interval of timebetween one message and the next one follows an exponential distribution.Re
ipients. These are the entities that re
eive the messages from the senders.Re
ipients 
an be a
tive (if they send ba
k answers to the senders) or passive(if they do not rea
t to the re
eived message). Depending on the system thereis a large variety of re
ipients. Some examples are web servers, databases, emaila

ounts or bulletin boards where users 
an post their messages. The atta
kermay use the reply messages to gain information.Mixes. These are the nodes that are typi
ally present in solutions for anony-mous 
onne
tions. They take messages as input, and output them so that the
orrelation with the 
orresponding input messages is hidden. There are manydi�erent ways to implement a mix; if more than a single mix is used (whi
h isusually done in order to a
hieve better se
urity), there are several methods toroute the message through a 
hain of mixes; a summary 
an be found in [2, 7℄.In some of the systems, e.g., Crowds, the nodes do not have mixing propertiesas the ones des
ribed by Chaum [3℄. In these 
ases the a
tual properties of theintermediate nodes will be mentioned.Note that in some systems the interse
tion between the di�erent sets mightbe non-empty (e.g., a sender 
ould be at the same time a re
ipient or a mix).Examples of systems that provide anonymous 
onne
tions are Crowds [9℄ andOnion Routing [8℄. The proposed measurement model is shown to be suitablefor these systems. It is however generally appli
able to any kind of system.2.1 Atta
k modelThe degree of anonymity depends on the probabilities that the users have sent aparti
ular message; these probabilities are assigned by the atta
ker. The degreeis therefore measured with respe
t to a parti
ular atta
k: the results obtained fora system are no longer valid if the atta
k model 
hanges. Con
rete assumptionsabout the atta
ker have to be 
learly spe
i�ed when measuring the degree ofanonymity.We brie
y des
ribe the atta
ker properties we 
onsider:{ Internal-External: An internal atta
ker 
ontrols one or several entities thatare part of the system (e.g., the atta
ker 
an prevent the entity from sendingmessages, or he may have a

ess to the internal information of the entity);an external atta
ker 
an only 
ompromise 
ommuni
ation 
hannels (e.g., he
an eavesdrop or tamper with messages).{ Passive-A
tive: A passive atta
ker only listens to the 
ommuni
ation or readsinternal information; an a
tive atta
ker is able to add, remove and modifymessages or adapt internal information.Appeared in Pro
eedings of PET 2002, April 14-15, 2002, San Fran
is
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4{ Lo
al-Global: A global atta
ker has a

ess to the whole 
ommuni
ation sys-tem, while a lo
al atta
ker 
an only 
ontrol part of the resour
es.Di�erent 
ombinations of the previous properties are possible, for instan
e aglobal passive external atta
ker is able to listen to all the 
hannels, while a lo
alinternal a
tive atta
ker 
an 
ontrol, for example, a parti
ular mix, but is unableto get any other information.In our model, an atta
ker will 
arry out a probabilisti
 atta
k. It has beenpointed out by Raymond in [7℄ that these atta
ks have not been thoroughlyaddressed so far. With su
h an atta
k, the adversary obtains probabilisti
 infor-mation of the form with probability p, A is the sender of the message.3 Proposed measurement modelFirst of all, we should give a pre
ise de�nition of anonymity. In this paper weadopt the de�nition given by P�tzmann and K�ohntopp in [6℄. Anonymity is thestate of being not identi�able within a set of subje
ts, the anonymity set. A senderis identi�able when we get information that 
an be linked to him, e.g., the IPaddress of the ma
hine the sender is using.In this paper we only 
onsider sender anonymity. This means that for aparti
ular message the atta
ker wants to �nd out whi
h subje
t in the anonymityset is the originator of the message. The anonymity set in this 
ase is de�ned asthe set of honest1 users who might send a message. It is 
lear that the minimumsize of the anonymity set is 2 (if there is only one user in the anonymity set it isnot possible to prote
t his identity).Our de�nition for the degree of anonymity is based on probabilities: afterobserving the system, an atta
ker will assign to ea
h user a probability of beingthe sender.3.1 Degree of anonymity provided by the systemA

ording to the previous de�nitions, in a system with N users, the maxi-mum degree of anonymity is a
hieved when an atta
ker sees all subje
ts inthe anonymity set as equally probable of being the originator of a message.Therefore, in our model the degree of anonymity depends on the distribution ofprobabilities and not on the size of the anonymity set, in 
ontrast with previouswork [1, 2℄. This way, we are able to measure the quality of the system withrespe
t to the anonymity it provides, independently from the number of userswho are a
tually using it. Nevertheless, note that the size of the anonymity setis used to 
al
ulate the distribution of probabilities, given that the sum of allprobabilities must be 1.The proposed model 
ompares the information obtained by the atta
ker afterobserving the system against the optimal situation, in whi
h all honest users1 Users 
ontrolled by the atta
ker are not 
onsidered as part of the anonymity set,even if they are not aware of this 
ontrol.Appeared in Pro
eedings of PET 2002, April 14-15, 2002, San Fran
is
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5seem to be equally probable as being the originator of the message, that is, ina system with N users, the situation where the atta
ker sees all users as beingthe originator with probability 1=N .After observing the system for a while, an atta
ker may assign some probabil-ities to ea
h sender as being the originator of a message, based on the informationthe system is leaking, by means of traÆ
 analysis, timing atta
ks, message lengthatta
ks or more sophisti
ated atta
ks.For a given distribution of probabilities, the 
on
ept of entropy in informationtheory provides a measure of the information 
ontained in that distribution [4℄.We use entropy as a tool to 
al
ulate the degree of anonymity a
hieved by theusers of a system towards a parti
ular atta
ker. The entropy of the system afterthe atta
k is 
ompared against the maximum entropy (for the same number ofusers). This way we get an idea of how mu
h information the atta
ker has gained,or, in other words, we 
ompare how distinguishable the sender is within the setof possible senders after the atta
k.Lex X be the dis
rete random variable with probability mass fun
tion pi =Pr(X = i), where i represents ea
h possible value that X may take. In this 
ase,ea
h i 
orresponds to an element of the anonymity set (a sender). We denoteby H(X) the entropy of the system after the atta
k has taken pla
e. For ea
hsender belonging to the senders set of size N , the atta
ker assigns a probabilitypi. H(X) 
an be 
al
ulated as:H(X) = � NXi=1 pi log2(pi) :Let HM be the maximum entropy of the system we want to measure, for thea
tual size of the anonymity set:HM = log2(N) ;where N is the number of honest senders (size of the anonymity set).The information the atta
ker has learned with the atta
k 
an be expressedas HM �H(X). We divide by HM to normalize the value. We then de�ne thedegree of anonymity provided by the system as:d = 1� HM �H(X)HM = H(X)HM :For the parti
ular 
ase of one user we assume d to be zero.This degree of anonymity provided by the system quanti�es the amount ofinformation the system is leaking. If in a parti
ular system a user or a smallgroup of users are shown as originators with a high probability with respe
t tothe others, this system is not providing a high degree of anonymity.2It follows immediately that 0 � d � 1:2 On the other hand, note that any system with equiprobable distribution will providea degree of anonymity of one, therefore a system with two senders will have d = 1 ifboth of them are assigned probability 1=2. This is be
ause the de�nition of anonymitywe are using is independent of the number of senders.Appeared in Pro
eedings of PET 2002, April 14-15, 2002, San Fran
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6{ d = 0 when a user appears as being the originator of a message with proba-bility 1.{ d = 1 when all users appear as being the originator with the same probability(pi = 1=N).4 Measuring the degree of anonymity provided by somesystemsIn this se
tion we apply our proposed measurement model in order to analyzethe degree of anonymity provided by some existing systems, in parti
ular Crowdsand Onion Routing.4.1 A simple example: mix based email.As a �rst example, let us 
onsider the system shown in Fig. 1. Here we have asystem that provides anonymous email with 10 potential senders, a mix networkand a re
ipient. The atta
ker wants to �nd out whi
h of the senders sent an emailto this parti
ular re
ipient. By means of timing atta
ks and traÆ
 analysis, theatta
ker assigns a 
ertain probability to ea
h user as being the sender. The aimof this example is to give an idea on the values of the degree of anonymity fordi�erent distributions of probabilities.
1

2

3

4 6 8 10

Mix network
5 7 9

recipientFig. 1. A simple example of a mix based email systemA
tive atta
k. We �rst 
onsider an a
tive internal atta
ker who is able to 
ontroleight of the senders (that means that these eight users have to be ex
luded fromthe anonymity set). He is also able to perform traÆ
 analysis in the whole mixnetwork and assign probabilities to the two remaining senders. Let p be theprobability assigned to user 1 and 1� p the probability assigned to user 2.The distribution of probabilities is:p1 = p ; p2 = 1� p ;and the maximum entropy for two honest users is:HM = log2(2) = 1 :Appeared in Pro
eedings of PET 2002, April 14-15, 2002, San Fran
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7In Fig. 2a we show the variation of the degree of anonymity with respe
t top. As we 
ould expe
t from the de�nitions, we see that d rea
hes the maximumvalue (d = 1) when both users are equiprobable (p = 1=2). Indeed, in this 
asethe atta
ker has not gained any information about whi
h of the two a
tive usersis the real sender of the message by analyzing the traÆ
 in the mix network.The minimum level (d = 0) is rea
hed when the atta
ker 
an assign probabilityone to one of the users (p = 0 or p = 1).This simple example 
an be useful to get an idea on the minimum degree ofanonymity that is still adequate. Roughly, we suggest that the system shouldprovide a degree d � 0:8. This 
orresponds to p = 0:25 for one user and p = 0:75for the other. In the following examples, we will again look at the probabilitydistributions that 
orrespond to this value of the degree, in order to 
ompare thedi�erent systems. Nevertheless, the minimum a

eptable degree for a parti
ularsystem may depend on the anonymity requirements for that system, and webelieve that su
h a minimum 
annot be suggested before intensively testing themodel.Passive atta
k. We now 
onsider a passive global external atta
ker who is ableto analyze the traÆ
 in the whole system, but who does not 
ontrol any of theentities (the anonymity set is, therefore, 
omposed by 10 users). The maximumentropy for this system is: HM = log2(10) :The atta
ker 
omes to the following distribution:pi = p3 ; 1 � i � 3 ; pi = 1� p7 ; 4 � i � 10 :In this 
ase we have two groups of users, one with three users and the otherone with seven. Users belonging to the same group are seen by the atta
ker ashaving the same probability.In Fig. 2b we 
an see the variation of d with the parameter p. The maximumdegree d = 1 is a
hieved for the equiprobable distribution (p = 0:3). In this 
ased does not drop to zero be
ause in the worst 
ase, the atta
ker sees three usersas possible senders with probability p = 1=3, and therefore he 
annot identify asingle user as the sender of the message. The referen
e value of d = 0:8 is rea
hedwhen three of the users are assigned probability pi = 0:25, and the remainingseven users are assigned probability pi = 0:036.4.2 CrowdsOverview of the system. Crowds [9℄ is designed to provide anonymity to userswho want to a

ess web pages. To a
hieve this goal, the designers introdu
e thenotion of \blending into a 
rowd": users are grouped into a set, and they forwardrequests within this set before the request is sent to the web server. The webserver 
annot know from whi
h member the request originated, sin
e it gets therequest from a random member of the 
rowd, that is forwarding the messageAppeared in Pro
eedings of PET 2002, April 14-15, 2002, San Fran
is
o,In Hannes Federath (Ed.), Designing Priva
y Enhan
ing Te
hnologies, Le
ture Notesin Computer S
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(a) (b)Fig. 2. Degree of anonymity for a simple exampleon behalf of the real originator. The users (members of the 
rowd) are 
alledjondos.The system works as follows: when a jondo wants to request a web page itsends the request to a se
ond (randomly 
hosen) jondo. This jondo will, withprobability pf , forward the request to a third jondo (again, randomly 
hosen),and will, with probability (1�pf ) submit it to the server. Ea
h jondo in the path(ex
ept for the �rst one) 
hooses to forward or submit the request independentlyfrom the de
isions of the prede
essors in the path.Communi
ation between jondos is en
rypted using symmetri
 te
hniques,and the �nal request to the server is sent in 
lear text. Every jondo 
an observethe 
ontents of the message (and thus the address of the target server), but it
annot know whether the prede
essor is the originator of the message or whetherhe is just forwarding a message re
eived by another member.Note that for this system the mixes are the jondos, and they do not havesome of the expe
ted 
hara
teristi
s. In parti
ular, they do not make any e�ortto hide the 
orrelation between in
oming and outgoing messages.Atta
ker. In this paper we 
al
ulate the degree of anonymity provided by Crowdswith respe
t to 
ollaborating 
rowd members, that is, a set of 
orrupted jondosthat 
ollaborate in order to dis
lose the identity of the jondo that originated therequest. The assumptions made on the atta
ker are:{ Internal : The atta
ker 
ontrols some of the entities that are part of thesystem.{ Passive: The 
orrupted jondos 
an listen to 
ommuni
ation. Although theyhave the ability to add or delete messages, they will not gain extra informa-tion about the identity of the originator by doing so.{ Lo
al : We assume that the atta
ker 
ontrols a limited set of jondos, and he
annot perform any traÆ
 analysis on the rest of the system.Degree of anonymity. Figure 3 shows an example of a 
rowds system. In thisAppeared in Pro
eedings of PET 2002, April 14-15, 2002, San Fran
is
o,In Hannes Federath (Ed.), Designing Priva
y Enhan
ing Te
hnologies, Le
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7

Fig. 3. Example of a Crowds system with 7 jondosexample the jondos 1 and 2 are 
ontrolled by the atta
ker, i.e., they are 
ollab-orating 
rowd members. A non-
ollaborating jondo 
reates a path that in
ludesat least one 
orrupted jondo3. The atta
ker wants to know whi
h of the non-
ollaborating jondos is the real originator of the message.Generally, let N be the number of members of the 
rowd, C the number of
ollaborators, pf the probability of forwarding and pi the probability assignedby the atta
ker to the jondo i of having sent the message. The jondos under the
ontrol of the atta
ker 
an be ex
luded from the anonymity set. The maximumentropy HM , taking into a

ount that the size of the anonymity set is N �C, isequal to: HM = log2 (N � C) :From [9℄ we know that, under this atta
k model, the probability assigned tothe prede
essor of the �rst 
ollaborating jondo in the path (let this jondo benumber C+1 ) equals:pC+1 = N � pf (N � C � 1)N = 1� pfN � C � 1N :The probabilities assigned to the 
ollaborating jondos remain zero, and assumingthat the atta
ker does not have any extra information about the rest of non-
ollaborators, the probabilities assigned to those members are:pi = 1� pC+1N � C � 1 = pfN ; C + 2 � i � N :Therefore, the entropy of the system after the atta
k will be:H(X) = N � pf (N � C � 1)N log2 � NN � pf (N �C � 1)�+ pf N � C � 1N log2 �Npf � :The degree of anonymity provided by this system is a fun
tion of N , C andpf . In order to show the variation of d with respe
t to these three parameters3 If the path does not go through a 
ollaborating jondo the atta
ker 
annot get anyinformation.Appeared in Pro
eedings of PET 2002, April 14-15, 2002, San Fran
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10we 
hose pf = 0:5 and pf = 0:75, and N = 5 (Fig. 4a), N = 20 (Fig. 4b) andN = 100 (Fig. 4
). The degree d is represented in ea
h �gure as a fun
tion of thenumber of 
ollaborating jondos C. The minimum value of C is 1 (if C = 0 thereis no atta
ker), and the maximum value of C is N �1 (if C = N there is no userto atta
k). For the 
ase C = N � 1 we obtain d = 0 be
ause the 
ollaboratingjondos know that the real sender is the remaining non-
ollaborating jondo. We
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)Fig. 4. Degree of anonymity for Crowds
an dedu
e from the �gures that d de
reases with the number of 
ollaboratingjondos and in
reases with pf . The variation of d is very similar for systemswith di�erent number of users. Regarding the tolerated number of 
ollaboratingjondos to obtain d � 0:8, we observe that for pf = 0:5 the system does nottolerate any 
orrupted jondo; for pf = 0:75 the system tolerates: for N = 5users, C � 1, for N = 20 users, C � 4, and for N = 100 users, C � 11.In [9℄ a degree of anonymity is de�ned as (1� psender), where psender is theprobability assigned by the atta
ker to a parti
ular user as being the sender.This measure gives an idea of the degree of anonymity provided by the systemfor a parti
ular user, and it is 
omplementary with the degree proposed in thispaper. It is interesting to 
ompare the results obtained by Reiter and Rubinin [9℄ with the ones obtained in this paper (for the same atta
k model): they
onsider that the worst a

eptable 
ase is the situation where one of the jondosis seen by the atta
ker as the sender with probability 1=2. Therefore, they 
omeAppeared in Pro
eedings of PET 2002, April 14-15, 2002, San Fran
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11to the 
on
lusion that, for pf = 0:75, the maximum number of 
ollaboratingjondos the system 
an tolerate is C � N=3 � 1. For the 
hosen examples weobtain: for N = 5 users, C = 0, for N = 20 users, C � 5, and for N = 100 users,C � 32.Degree of anonymity from the point of view of the sender. We have 
al
ulatedthe degree of anonymity of a user who sends a message that goes through a
orrupted jondo, but this only happens with probability C=N ea
h time themessage is forwarded to another jondo. We have to take into a

ount that the�rst jondo always forwards the message to a randomly 
hosen jondo of the
rowd, and subsequent jondos forward with probability pf to another jondo,independently from previous de
isions. The probability pH of a message goingonly through honest jondos is:pH = N � CN (1� pf ) 1Xi=0 �N � CN pf�i = 1� CN � pf (N �C) :If a message does not go through any 
ollaborating jondo, the atta
ker willassign all honest senders the same probability, pi = 1=(N � C), and the degreeof anonymity will be d = 1 (the maximum degree is a
hieved be
ause the at-ta
ker 
annot distinguish the sender from the rest of honest users). Some furtherdis
ussion about the impli
ations of this fa
t 
an be found in the Appendix A.4.3 Onion RoutingOverview of the system. Onion Routing [8℄ is a solution for appli
ation-inde-pendent anonymous 
onne
tions. The network 
onsists of a number of onionrouters. They have the fun
tionality of ordinary routers, 
ombined with mixingproperties. Data is sent through a path of onion routers, whi
h is determined byan onion.An onion is a layered en
rypted data stru
ture, that is sent to an onionrouter. It de�nes the route of an anonymous 
onne
tion. It 
ontains the next hopinformation, key seed material for generating the symmetri
 keys that will beused by the onion router during the a
tual routing of the data, and an embeddedonion that is sent to the next onion router.The data is en
rypted multiple times using the symmetri
 keys that weredistributed to all the onion routers on the path. It is 
arried by small data
ells 
ontaining the appropriate anonymous 
onne
tion identi�er. Ea
h onionrouter removes/adds a layer of en
ryption (using the symmetri
 keys, generatedfrom the key seed material in the onion) depending on the dire
tion of the data(forwards/ba
kwards).Atta
k model. Several atta
k models have been des
ribed by Reed, Syversonand Golds
hlag in [8℄. In this example we 
onsider an atta
ker who is able tonarrow down the set of possible paths. The atta
ker obtains, as a result of theatta
k, a subset of the anonymity set that 
ontains the possible senders. We doAppeared in Pro
eedings of PET 2002, April 14-15, 2002, San Fran
is
o,In Hannes Federath (Ed.), Designing Priva
y Enhan
ing Te
hnologies, Le
ture Notesin Computer S
ien
e, 2002.



12not make any assumption on the atta
ker, but that he does not 
ontrol any userof the system. We make abstra
tion of the atta
k, but, in order to illustrate theexample, it 
ould be 
arried out performing a brute for
e atta
k, starting fromthe re
ipient and following all the possible reverse paths to the senders. Anotheralternative is that the atta
ker 
ontrols some of the onion routers, and he is ableto eliminate a group of users from the anonymity set.Degree of anonymity. Figure 5 gives an example of an Onion Routing system.There are in total seven users in this system. We assume that the atta
ker
3

1
2

server

4
5

6

7

Fig. 5. Example of Onion Routingmanaged to ex
lude users 6 and 7 from the set of possible senders.Generally, let N be the size of the anonymity set ; the maximum entropy forN users is: HM = log2(N) :The atta
ker is able to obtain a subset of the anonymity set that 
ontains thepossible senders. The size of the subset is S (1 � S � N). We assume thatthe atta
ker 
annot assign di�erent probabilities to the users that belong to thissubset: pi = 1S ; 1 � i � S ; pi = 0 ; S + 1 � i � N :Therefore, the entropy after the atta
k has taken pla
e, and the degree ofanonymity are: H(X) = log2(S) ; d = H(X)HM = log2(S)log2(N) :Figure 6 shows the degree of anonymity with respe
t to S for N = 5, N = 20and N = 100. Obviously, d in
reases with S, i.e., when the number of users thatthe atta
ker is able to ex
lude from the anonymity set de
reases. In order toAppeared in Pro
eedings of PET 2002, April 14-15, 2002, San Fran
is
o,In Hannes Federath (Ed.), Designing Priva
y Enhan
ing Te
hnologies, Le
ture Notesin Computer S
ien
e, 2002.
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Fig. 6. Degree of anonymity for Onion Routingobtain d � 0:8: for N = 5 users, we need S � 3; for N = 20 users, we needS � 12; and for N = 100 users, we need S � 40.When 
omparing N � S to the number of 
ollaborating jondos C in theCrowds system, it seems that Onion Routing is mu
h more tolerant against`failing' users/ jondos than Crowds. This is be
ause the remaining `honest'users/jondos have equal probability (for this atta
k model) in the Onion Routingsystem, while in Crowds there is one jondo that has a higher probability thanthe others.5 Con
lusions and open problemsSeveral solutions for anonymous 
ommuni
ation have been proposed and im-plemented in the past. However, the problem of how to measure the a
tualanonymity they provide, has not yet been studied thoroughly. We proposed ageneral measurement model to quantify the degree of anonymity provided by asystem in parti
ular atta
k 
ir
umstan
es. We applied our model to some exist-ing solutions for anonymous 
ommuni
ation. We suggested a intuitive value forthe minimum degree of anonymity for a system to provide adequate anonymity.The model showed to be very useful for evaluating a system, and 
omparingdi�erent systems.In the examples we have 
hosen, we 
al
ulate the degree for a parti
ularmessage, and we do not take into a

ount the behavior of the system over time.However, the atta
ker may gain useful information by observing the system fora longer time, and this fa
t is re
e
ted in the distribution of probabilities. We
ould apply the model taking into a

ount these 
hanges in the probabilities,and we would obtain information on the evolution of the degree of anonymitywith the time.There are still some open problems. Our model is based on the probabilitiesan atta
ker assigns to users; �nding this probability distribution in real situationsis however not always easy.Appeared in Pro
eedings of PET 2002, April 14-15, 2002, San Fran
is
o,In Hannes Federath (Ed.), Designing Priva
y Enhan
ing Te
hnologies, Le
ture Notesin Computer S
ien
e, 2002.



14It would be also interesting to take into a

ount the a priori information theatta
ker may have, and use the model to see the amount of information he hasgained with the atta
k.The paper only fo
used on sender anonymity; re
ipient anonymity 
an betreated analogously; unlinkability between any sender and any re
ipient dependson the probability of �nding a mat
h.Finally, the usefulness of our model should be more intensively tested; forexample, it would be interesting to measure the e�e
t of dummy traÆ
 in themore advan
ed anonymous 
ommuni
ation solutions, in order to �nd the rightbalan
e between performan
e and priva
y.A
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tion(GOA) Me�sto-2000/06 of the Flemish Government.A Extension of the modelIn some systems we may get di�erent distributions with a 
ertain probability.For example, in Crowds, there are two 
ases: the message goes through a 
or-rupted jondo with probability pC , and it goes only through honest jondos withprobability pH , where:pC = CN � pf (N � C) ; pH = 1� CN � pf (N � C) :If we want to 
al
ulate the degree of anonymity o�ered by the system takinginto a

ount all possibilities, we may 
ombine the obtained degrees as follows:d = KXj=1 pjdj ;where dj is the degree obtained under parti
ular 
ir
umstan
es and pj the prob-ability of o

urren
e of su
h 
ir
umstan
es. K is the number of di�erent possi-bilities.The degree of anonymity be
omes in this 
ase a 
omposite of the degreesobtained for the di�erent 
ases.B Alternative solutionIt may be the 
ase that, for a parti
ular system, a requirement on the minimuma

eptable degree of anonymity is formulated as users should have at least aAppeared in Pro
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15degree of anonymity equivalent to a system with M users and perfe
t indistin-guishability.In this 
ase, we 
ould 
ompare the a
tual entropy of the system against therequired one. We should then 
ompare the obtained entropy,H(X) and log2(M),instead of normalizing by the best the system 
an do with the number of 
urrentusers. If H(X) is bigger, then the system is above the minimum; if it is smaller,we may want to use some extra prote
tion in the system, su
h as dummy traÆ
.This might be useful to see if the system is meeting the requirements or not,and to laun
h an alarm in 
ase the degree of anonymity is lower than the onede�ned as the minimum.Referen
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