
1Towards measuring anonymityClaudia D��az, Stefaan Seys, Joris Claessens, and Bart PreneelK.U.Leuven ESAT-COSICKasteelpark Arenberg 10, B-3001 Leuven-Heverlee, Belgiumlaudia.diaz�esat.kuleuven.a.behttp://www.esat.kuleuven.a.be/osi/Abstrat. This paper introdues an information theoreti model thatallows to quantify the degree of anonymity provided by shemes foranonymous onnetions. It onsiders attakers that obtain probabilis-ti information about users. The degree is based on the probabilities anattaker, after observing the system, assigns to the di�erent users of thesystem as being the originators of a message. As a proof of onept, themodel is applied to some existing systems. The model is shown to bevery useful for evaluating the level of privay a system provides undervarious attak senarios, for measuring the amount of information an at-taker gets with a partiular attak and for omparing di�erent systemsamongst eah other.1 IntrodutionIn today's expanding on-line world, there is an inreasing onern about theprotetion of anonymity and privay in eletroni servies. In the past, manytehnial solutions have been proposed that hide a user's identity in various ap-pliations and servies. Anonymity is an important issue in eletroni payments,eletroni voting, eletroni autions, but also for email and web browsing.A distintion an be made between onnetion anonymity and data anonymity.Data anonymity is about �ltering any identifying information out of the datathat is exhanged in a partiular appliation. Connetion anonymity is abouthiding the identities of soure and destination during the atual data transfer.The model presented in this paper fouses on the level of onnetion anonymitya system an provide, and does not indiate any level of data anonymity.Information theory has proven to be a useful tool to measure the amount ofinformation (for an introdution, see Cover and Thomas [4℄). We try to measurethe information obtained by the attaker. In this paper, a model is proposed,based on Shannon's de�nition of entropy [11℄, that allows to quantify the degreeof anonymity of an eletroni system. This degree will be dependent on the powerof the attaker. The model is shown to be very useful to evaluate the anonymitya system provides under di�erent irumstanes, to ompare di�erent systems,and to understand how a system an be improved.Appeared in Proeedings of PET 2002, April 14-15, 2002, San Franiso,In Hannes Federath (Ed.), Designing Privay Enhaning Tehnologies, Leture Notesin Computer Siene, 2002.



21.1 Related workTo our knowledge, there have been several attempts to quantify the degree ofanonymity of a user provided by an anonymous onnetion system.Reiter and Rubin [9℄ de�ne the degree of anonymity as 1� p, where p is theprobability assigned to a partiular user by the attaker. We believe that thisdegree is useful to get an idea of the anonymity provided by the system to the userwho is in the worst ase, but it does not give information on how distinguishablethe user is within the anonymity set. For a system with a large number of possiblesenders the user who is in the worst ase may have an assigned probability thatis less than 1=2 but still be distinguishable by the attaker beause the rest ofthe users have very low assoiated probabilities.Berthold et al. [2℄ de�ne the degree of anonymity as A = log2(N), where Nis the number of users of the system. This degree only depends on the number ofusers of the system, and does not take into aount the information the attakermay obtain by observing the system. Therefore, it is not useful to measure therobustness of the system towards attaks. The degree we propose in this papermeasures the information the attaker gets, taking into aount the whole set ofusers and the probabilisti information the attaker obtains about them.Wright et al. analyze the degradation of anonymous protools in [12℄. Theyassume that there is a reurring onnetion between the sender of a message anthe reeiver.An anonymity measurement model similar to the one proposed in this paperhas been independently proposed by Serjantov and Danezis in [10℄. The maindi�erene between the two models is that their system does not normalize thedegree in order to get a value relative to the anonymity level of the ideal systemfor the same number of users.1.2 Outline of the paperThis paper is organized as follows: Setion 2 desribes the system and attakmodel; the atual measurement model is then proposed in Setion 3. As a proofof onept, this model is applied to some existing systems in Setion 4. Finally,our onlusions and some open problems are presented.2 System modelIn this paper we fous on systems that provide anonymity through mixes. Thesystem model we onsider, thus onsists of the following entities:Senders. These are users who send (or have the ability to send) messages toreipients. These messages an be emails, queries to a database, requests of webpages, or any other stream of data. The senders an be grouped into the setof senders, that is also alled the anonymity set. These are the entities of thesystem whose anonymity we want to protet.Appeared in Proeedings of PET 2002, April 14-15, 2002, San Franiso,In Hannes Federath (Ed.), Designing Privay Enhaning Tehnologies, Leture Notesin Computer Siene, 2002.



3During the attak, we onsider the number of senders onstant, and sendersbehaving as independent, idential Poisson proesses. This is a standard assump-tion for modeling the behavior of users making phone alls [5℄. This means thatall users send, in average, the same amount of messages, and the interval of timebetween one message and the next one follows an exponential distribution.Reipients. These are the entities that reeive the messages from the senders.Reipients an be ative (if they send bak answers to the senders) or passive(if they do not reat to the reeived message). Depending on the system thereis a large variety of reipients. Some examples are web servers, databases, emailaounts or bulletin boards where users an post their messages. The attakermay use the reply messages to gain information.Mixes. These are the nodes that are typially present in solutions for anony-mous onnetions. They take messages as input, and output them so that theorrelation with the orresponding input messages is hidden. There are manydi�erent ways to implement a mix; if more than a single mix is used (whih isusually done in order to ahieve better seurity), there are several methods toroute the message through a hain of mixes; a summary an be found in [2, 7℄.In some of the systems, e.g., Crowds, the nodes do not have mixing propertiesas the ones desribed by Chaum [3℄. In these ases the atual properties of theintermediate nodes will be mentioned.Note that in some systems the intersetion between the di�erent sets mightbe non-empty (e.g., a sender ould be at the same time a reipient or a mix).Examples of systems that provide anonymous onnetions are Crowds [9℄ andOnion Routing [8℄. The proposed measurement model is shown to be suitablefor these systems. It is however generally appliable to any kind of system.2.1 Attak modelThe degree of anonymity depends on the probabilities that the users have sent apartiular message; these probabilities are assigned by the attaker. The degreeis therefore measured with respet to a partiular attak: the results obtained fora system are no longer valid if the attak model hanges. Conrete assumptionsabout the attaker have to be learly spei�ed when measuring the degree ofanonymity.We briey desribe the attaker properties we onsider:{ Internal-External: An internal attaker ontrols one or several entities thatare part of the system (e.g., the attaker an prevent the entity from sendingmessages, or he may have aess to the internal information of the entity);an external attaker an only ompromise ommuniation hannels (e.g., hean eavesdrop or tamper with messages).{ Passive-Ative: A passive attaker only listens to the ommuniation or readsinternal information; an ative attaker is able to add, remove and modifymessages or adapt internal information.Appeared in Proeedings of PET 2002, April 14-15, 2002, San Franiso,In Hannes Federath (Ed.), Designing Privay Enhaning Tehnologies, Leture Notesin Computer Siene, 2002.



4{ Loal-Global: A global attaker has aess to the whole ommuniation sys-tem, while a loal attaker an only ontrol part of the resoures.Di�erent ombinations of the previous properties are possible, for instane aglobal passive external attaker is able to listen to all the hannels, while a loalinternal ative attaker an ontrol, for example, a partiular mix, but is unableto get any other information.In our model, an attaker will arry out a probabilisti attak. It has beenpointed out by Raymond in [7℄ that these attaks have not been thoroughlyaddressed so far. With suh an attak, the adversary obtains probabilisti infor-mation of the form with probability p, A is the sender of the message.3 Proposed measurement modelFirst of all, we should give a preise de�nition of anonymity. In this paper weadopt the de�nition given by P�tzmann and K�ohntopp in [6℄. Anonymity is thestate of being not identi�able within a set of subjets, the anonymity set. A senderis identi�able when we get information that an be linked to him, e.g., the IPaddress of the mahine the sender is using.In this paper we only onsider sender anonymity. This means that for apartiular message the attaker wants to �nd out whih subjet in the anonymityset is the originator of the message. The anonymity set in this ase is de�ned asthe set of honest1 users who might send a message. It is lear that the minimumsize of the anonymity set is 2 (if there is only one user in the anonymity set it isnot possible to protet his identity).Our de�nition for the degree of anonymity is based on probabilities: afterobserving the system, an attaker will assign to eah user a probability of beingthe sender.3.1 Degree of anonymity provided by the systemAording to the previous de�nitions, in a system with N users, the maxi-mum degree of anonymity is ahieved when an attaker sees all subjets inthe anonymity set as equally probable of being the originator of a message.Therefore, in our model the degree of anonymity depends on the distribution ofprobabilities and not on the size of the anonymity set, in ontrast with previouswork [1, 2℄. This way, we are able to measure the quality of the system withrespet to the anonymity it provides, independently from the number of userswho are atually using it. Nevertheless, note that the size of the anonymity setis used to alulate the distribution of probabilities, given that the sum of allprobabilities must be 1.The proposed model ompares the information obtained by the attaker afterobserving the system against the optimal situation, in whih all honest users1 Users ontrolled by the attaker are not onsidered as part of the anonymity set,even if they are not aware of this ontrol.Appeared in Proeedings of PET 2002, April 14-15, 2002, San Franiso,In Hannes Federath (Ed.), Designing Privay Enhaning Tehnologies, Leture Notesin Computer Siene, 2002.



5seem to be equally probable as being the originator of the message, that is, ina system with N users, the situation where the attaker sees all users as beingthe originator with probability 1=N .After observing the system for a while, an attaker may assign some probabil-ities to eah sender as being the originator of a message, based on the informationthe system is leaking, by means of traÆ analysis, timing attaks, message lengthattaks or more sophistiated attaks.For a given distribution of probabilities, the onept of entropy in informationtheory provides a measure of the information ontained in that distribution [4℄.We use entropy as a tool to alulate the degree of anonymity ahieved by theusers of a system towards a partiular attaker. The entropy of the system afterthe attak is ompared against the maximum entropy (for the same number ofusers). This way we get an idea of how muh information the attaker has gained,or, in other words, we ompare how distinguishable the sender is within the setof possible senders after the attak.Lex X be the disrete random variable with probability mass funtion pi =Pr(X = i), where i represents eah possible value that X may take. In this ase,eah i orresponds to an element of the anonymity set (a sender). We denoteby H(X) the entropy of the system after the attak has taken plae. For eahsender belonging to the senders set of size N , the attaker assigns a probabilitypi. H(X) an be alulated as:H(X) = � NXi=1 pi log2(pi) :Let HM be the maximum entropy of the system we want to measure, for theatual size of the anonymity set:HM = log2(N) ;where N is the number of honest senders (size of the anonymity set).The information the attaker has learned with the attak an be expressedas HM �H(X). We divide by HM to normalize the value. We then de�ne thedegree of anonymity provided by the system as:d = 1� HM �H(X)HM = H(X)HM :For the partiular ase of one user we assume d to be zero.This degree of anonymity provided by the system quanti�es the amount ofinformation the system is leaking. If in a partiular system a user or a smallgroup of users are shown as originators with a high probability with respet tothe others, this system is not providing a high degree of anonymity.2It follows immediately that 0 � d � 1:2 On the other hand, note that any system with equiprobable distribution will providea degree of anonymity of one, therefore a system with two senders will have d = 1 ifboth of them are assigned probability 1=2. This is beause the de�nition of anonymitywe are using is independent of the number of senders.Appeared in Proeedings of PET 2002, April 14-15, 2002, San Franiso,In Hannes Federath (Ed.), Designing Privay Enhaning Tehnologies, Leture Notesin Computer Siene, 2002.



6{ d = 0 when a user appears as being the originator of a message with proba-bility 1.{ d = 1 when all users appear as being the originator with the same probability(pi = 1=N).4 Measuring the degree of anonymity provided by somesystemsIn this setion we apply our proposed measurement model in order to analyzethe degree of anonymity provided by some existing systems, in partiular Crowdsand Onion Routing.4.1 A simple example: mix based email.As a �rst example, let us onsider the system shown in Fig. 1. Here we have asystem that provides anonymous email with 10 potential senders, a mix networkand a reipient. The attaker wants to �nd out whih of the senders sent an emailto this partiular reipient. By means of timing attaks and traÆ analysis, theattaker assigns a ertain probability to eah user as being the sender. The aimof this example is to give an idea on the values of the degree of anonymity fordi�erent distributions of probabilities.
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recipientFig. 1. A simple example of a mix based email systemAtive attak. We �rst onsider an ative internal attaker who is able to ontroleight of the senders (that means that these eight users have to be exluded fromthe anonymity set). He is also able to perform traÆ analysis in the whole mixnetwork and assign probabilities to the two remaining senders. Let p be theprobability assigned to user 1 and 1� p the probability assigned to user 2.The distribution of probabilities is:p1 = p ; p2 = 1� p ;and the maximum entropy for two honest users is:HM = log2(2) = 1 :Appeared in Proeedings of PET 2002, April 14-15, 2002, San Franiso,In Hannes Federath (Ed.), Designing Privay Enhaning Tehnologies, Leture Notesin Computer Siene, 2002.



7In Fig. 2a we show the variation of the degree of anonymity with respet top. As we ould expet from the de�nitions, we see that d reahes the maximumvalue (d = 1) when both users are equiprobable (p = 1=2). Indeed, in this asethe attaker has not gained any information about whih of the two ative usersis the real sender of the message by analyzing the traÆ in the mix network.The minimum level (d = 0) is reahed when the attaker an assign probabilityone to one of the users (p = 0 or p = 1).This simple example an be useful to get an idea on the minimum degree ofanonymity that is still adequate. Roughly, we suggest that the system shouldprovide a degree d � 0:8. This orresponds to p = 0:25 for one user and p = 0:75for the other. In the following examples, we will again look at the probabilitydistributions that orrespond to this value of the degree, in order to ompare thedi�erent systems. Nevertheless, the minimum aeptable degree for a partiularsystem may depend on the anonymity requirements for that system, and webelieve that suh a minimum annot be suggested before intensively testing themodel.Passive attak. We now onsider a passive global external attaker who is ableto analyze the traÆ in the whole system, but who does not ontrol any of theentities (the anonymity set is, therefore, omposed by 10 users). The maximumentropy for this system is: HM = log2(10) :The attaker omes to the following distribution:pi = p3 ; 1 � i � 3 ; pi = 1� p7 ; 4 � i � 10 :In this ase we have two groups of users, one with three users and the otherone with seven. Users belonging to the same group are seen by the attaker ashaving the same probability.In Fig. 2b we an see the variation of d with the parameter p. The maximumdegree d = 1 is ahieved for the equiprobable distribution (p = 0:3). In this ased does not drop to zero beause in the worst ase, the attaker sees three usersas possible senders with probability p = 1=3, and therefore he annot identify asingle user as the sender of the message. The referene value of d = 0:8 is reahedwhen three of the users are assigned probability pi = 0:25, and the remainingseven users are assigned probability pi = 0:036.4.2 CrowdsOverview of the system. Crowds [9℄ is designed to provide anonymity to userswho want to aess web pages. To ahieve this goal, the designers introdue thenotion of \blending into a rowd": users are grouped into a set, and they forwardrequests within this set before the request is sent to the web server. The webserver annot know from whih member the request originated, sine it gets therequest from a random member of the rowd, that is forwarding the messageAppeared in Proeedings of PET 2002, April 14-15, 2002, San Franiso,In Hannes Federath (Ed.), Designing Privay Enhaning Tehnologies, Leture Notesin Computer Siene, 2002.
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(a) (b)Fig. 2. Degree of anonymity for a simple exampleon behalf of the real originator. The users (members of the rowd) are alledjondos.The system works as follows: when a jondo wants to request a web page itsends the request to a seond (randomly hosen) jondo. This jondo will, withprobability pf , forward the request to a third jondo (again, randomly hosen),and will, with probability (1�pf ) submit it to the server. Eah jondo in the path(exept for the �rst one) hooses to forward or submit the request independentlyfrom the deisions of the predeessors in the path.Communiation between jondos is enrypted using symmetri tehniques,and the �nal request to the server is sent in lear text. Every jondo an observethe ontents of the message (and thus the address of the target server), but itannot know whether the predeessor is the originator of the message or whetherhe is just forwarding a message reeived by another member.Note that for this system the mixes are the jondos, and they do not havesome of the expeted harateristis. In partiular, they do not make any e�ortto hide the orrelation between inoming and outgoing messages.Attaker. In this paper we alulate the degree of anonymity provided by Crowdswith respet to ollaborating rowd members, that is, a set of orrupted jondosthat ollaborate in order to dislose the identity of the jondo that originated therequest. The assumptions made on the attaker are:{ Internal : The attaker ontrols some of the entities that are part of thesystem.{ Passive: The orrupted jondos an listen to ommuniation. Although theyhave the ability to add or delete messages, they will not gain extra informa-tion about the identity of the originator by doing so.{ Loal : We assume that the attaker ontrols a limited set of jondos, and heannot perform any traÆ analysis on the rest of the system.Degree of anonymity. Figure 3 shows an example of a rowds system. In thisAppeared in Proeedings of PET 2002, April 14-15, 2002, San Franiso,In Hannes Federath (Ed.), Designing Privay Enhaning Tehnologies, Leture Notesin Computer Siene, 2002.
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Fig. 3. Example of a Crowds system with 7 jondosexample the jondos 1 and 2 are ontrolled by the attaker, i.e., they are ollab-orating rowd members. A non-ollaborating jondo reates a path that inludesat least one orrupted jondo3. The attaker wants to know whih of the non-ollaborating jondos is the real originator of the message.Generally, let N be the number of members of the rowd, C the number ofollaborators, pf the probability of forwarding and pi the probability assignedby the attaker to the jondo i of having sent the message. The jondos under theontrol of the attaker an be exluded from the anonymity set. The maximumentropy HM , taking into aount that the size of the anonymity set is N �C, isequal to: HM = log2 (N � C) :From [9℄ we know that, under this attak model, the probability assigned tothe predeessor of the �rst ollaborating jondo in the path (let this jondo benumber C+1 ) equals:pC+1 = N � pf (N � C � 1)N = 1� pfN � C � 1N :The probabilities assigned to the ollaborating jondos remain zero, and assumingthat the attaker does not have any extra information about the rest of non-ollaborators, the probabilities assigned to those members are:pi = 1� pC+1N � C � 1 = pfN ; C + 2 � i � N :Therefore, the entropy of the system after the attak will be:H(X) = N � pf (N � C � 1)N log2 � NN � pf (N �C � 1)�+ pf N � C � 1N log2 �Npf � :The degree of anonymity provided by this system is a funtion of N , C andpf . In order to show the variation of d with respet to these three parameters3 If the path does not go through a ollaborating jondo the attaker annot get anyinformation.Appeared in Proeedings of PET 2002, April 14-15, 2002, San Franiso,In Hannes Federath (Ed.), Designing Privay Enhaning Tehnologies, Leture Notesin Computer Siene, 2002.



10we hose pf = 0:5 and pf = 0:75, and N = 5 (Fig. 4a), N = 20 (Fig. 4b) andN = 100 (Fig. 4). The degree d is represented in eah �gure as a funtion of thenumber of ollaborating jondos C. The minimum value of C is 1 (if C = 0 thereis no attaker), and the maximum value of C is N �1 (if C = N there is no userto attak). For the ase C = N � 1 we obtain d = 0 beause the ollaboratingjondos know that the real sender is the remaining non-ollaborating jondo. We
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pf = 0.5 ()Fig. 4. Degree of anonymity for Crowdsan dedue from the �gures that d dereases with the number of ollaboratingjondos and inreases with pf . The variation of d is very similar for systemswith di�erent number of users. Regarding the tolerated number of ollaboratingjondos to obtain d � 0:8, we observe that for pf = 0:5 the system does nottolerate any orrupted jondo; for pf = 0:75 the system tolerates: for N = 5users, C � 1, for N = 20 users, C � 4, and for N = 100 users, C � 11.In [9℄ a degree of anonymity is de�ned as (1� psender), where psender is theprobability assigned by the attaker to a partiular user as being the sender.This measure gives an idea of the degree of anonymity provided by the systemfor a partiular user, and it is omplementary with the degree proposed in thispaper. It is interesting to ompare the results obtained by Reiter and Rubinin [9℄ with the ones obtained in this paper (for the same attak model): theyonsider that the worst aeptable ase is the situation where one of the jondosis seen by the attaker as the sender with probability 1=2. Therefore, they omeAppeared in Proeedings of PET 2002, April 14-15, 2002, San Franiso,In Hannes Federath (Ed.), Designing Privay Enhaning Tehnologies, Leture Notesin Computer Siene, 2002.



11to the onlusion that, for pf = 0:75, the maximum number of ollaboratingjondos the system an tolerate is C � N=3 � 1. For the hosen examples weobtain: for N = 5 users, C = 0, for N = 20 users, C � 5, and for N = 100 users,C � 32.Degree of anonymity from the point of view of the sender. We have alulatedthe degree of anonymity of a user who sends a message that goes through aorrupted jondo, but this only happens with probability C=N eah time themessage is forwarded to another jondo. We have to take into aount that the�rst jondo always forwards the message to a randomly hosen jondo of therowd, and subsequent jondos forward with probability pf to another jondo,independently from previous deisions. The probability pH of a message goingonly through honest jondos is:pH = N � CN (1� pf ) 1Xi=0 �N � CN pf�i = 1� CN � pf (N �C) :If a message does not go through any ollaborating jondo, the attaker willassign all honest senders the same probability, pi = 1=(N � C), and the degreeof anonymity will be d = 1 (the maximum degree is ahieved beause the at-taker annot distinguish the sender from the rest of honest users). Some furtherdisussion about the impliations of this fat an be found in the Appendix A.4.3 Onion RoutingOverview of the system. Onion Routing [8℄ is a solution for appliation-inde-pendent anonymous onnetions. The network onsists of a number of onionrouters. They have the funtionality of ordinary routers, ombined with mixingproperties. Data is sent through a path of onion routers, whih is determined byan onion.An onion is a layered enrypted data struture, that is sent to an onionrouter. It de�nes the route of an anonymous onnetion. It ontains the next hopinformation, key seed material for generating the symmetri keys that will beused by the onion router during the atual routing of the data, and an embeddedonion that is sent to the next onion router.The data is enrypted multiple times using the symmetri keys that weredistributed to all the onion routers on the path. It is arried by small dataells ontaining the appropriate anonymous onnetion identi�er. Eah onionrouter removes/adds a layer of enryption (using the symmetri keys, generatedfrom the key seed material in the onion) depending on the diretion of the data(forwards/bakwards).Attak model. Several attak models have been desribed by Reed, Syversonand Goldshlag in [8℄. In this example we onsider an attaker who is able tonarrow down the set of possible paths. The attaker obtains, as a result of theattak, a subset of the anonymity set that ontains the possible senders. We doAppeared in Proeedings of PET 2002, April 14-15, 2002, San Franiso,In Hannes Federath (Ed.), Designing Privay Enhaning Tehnologies, Leture Notesin Computer Siene, 2002.



12not make any assumption on the attaker, but that he does not ontrol any userof the system. We make abstration of the attak, but, in order to illustrate theexample, it ould be arried out performing a brute fore attak, starting fromthe reipient and following all the possible reverse paths to the senders. Anotheralternative is that the attaker ontrols some of the onion routers, and he is ableto eliminate a group of users from the anonymity set.Degree of anonymity. Figure 5 gives an example of an Onion Routing system.There are in total seven users in this system. We assume that the attaker
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Fig. 5. Example of Onion Routingmanaged to exlude users 6 and 7 from the set of possible senders.Generally, let N be the size of the anonymity set ; the maximum entropy forN users is: HM = log2(N) :The attaker is able to obtain a subset of the anonymity set that ontains thepossible senders. The size of the subset is S (1 � S � N). We assume thatthe attaker annot assign di�erent probabilities to the users that belong to thissubset: pi = 1S ; 1 � i � S ; pi = 0 ; S + 1 � i � N :Therefore, the entropy after the attak has taken plae, and the degree ofanonymity are: H(X) = log2(S) ; d = H(X)HM = log2(S)log2(N) :Figure 6 shows the degree of anonymity with respet to S for N = 5, N = 20and N = 100. Obviously, d inreases with S, i.e., when the number of users thatthe attaker is able to exlude from the anonymity set dereases. In order toAppeared in Proeedings of PET 2002, April 14-15, 2002, San Franiso,In Hannes Federath (Ed.), Designing Privay Enhaning Tehnologies, Leture Notesin Computer Siene, 2002.
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Fig. 6. Degree of anonymity for Onion Routingobtain d � 0:8: for N = 5 users, we need S � 3; for N = 20 users, we needS � 12; and for N = 100 users, we need S � 40.When omparing N � S to the number of ollaborating jondos C in theCrowds system, it seems that Onion Routing is muh more tolerant against`failing' users/ jondos than Crowds. This is beause the remaining `honest'users/jondos have equal probability (for this attak model) in the Onion Routingsystem, while in Crowds there is one jondo that has a higher probability thanthe others.5 Conlusions and open problemsSeveral solutions for anonymous ommuniation have been proposed and im-plemented in the past. However, the problem of how to measure the atualanonymity they provide, has not yet been studied thoroughly. We proposed ageneral measurement model to quantify the degree of anonymity provided by asystem in partiular attak irumstanes. We applied our model to some exist-ing solutions for anonymous ommuniation. We suggested a intuitive value forthe minimum degree of anonymity for a system to provide adequate anonymity.The model showed to be very useful for evaluating a system, and omparingdi�erent systems.In the examples we have hosen, we alulate the degree for a partiularmessage, and we do not take into aount the behavior of the system over time.However, the attaker may gain useful information by observing the system fora longer time, and this fat is reeted in the distribution of probabilities. Weould apply the model taking into aount these hanges in the probabilities,and we would obtain information on the evolution of the degree of anonymitywith the time.There are still some open problems. Our model is based on the probabilitiesan attaker assigns to users; �nding this probability distribution in real situationsis however not always easy.Appeared in Proeedings of PET 2002, April 14-15, 2002, San Franiso,In Hannes Federath (Ed.), Designing Privay Enhaning Tehnologies, Leture Notesin Computer Siene, 2002.



14It would be also interesting to take into aount the a priori information theattaker may have, and use the model to see the amount of information he hasgained with the attak.The paper only foused on sender anonymity; reipient anonymity an betreated analogously; unlinkability between any sender and any reipient dependson the probability of �nding a math.Finally, the usefulness of our model should be more intensively tested; forexample, it would be interesting to measure the e�et of dummy traÆ in themore advaned anonymous ommuniation solutions, in order to �nd the rightbalane between performane and privay.AknowledgmentsClaudia D��az is funded by a researh grant of the K.U.Leuven. Joris Claessensand Stefaan Seys are funded by a researh grant of the Institute for the Promo-tion and Innovation by Siene and Tehnology in Flanders (IWT). This workwas also partially supported by the IWT STWW projet on Anonymity andPrivay in Eletroni Servies (APES), and by the Conerted Researh Ation(GOA) Me�sto-2000/06 of the Flemish Government.A Extension of the modelIn some systems we may get di�erent distributions with a ertain probability.For example, in Crowds, there are two ases: the message goes through a or-rupted jondo with probability pC , and it goes only through honest jondos withprobability pH , where:pC = CN � pf (N � C) ; pH = 1� CN � pf (N � C) :If we want to alulate the degree of anonymity o�ered by the system takinginto aount all possibilities, we may ombine the obtained degrees as follows:d = KXj=1 pjdj ;where dj is the degree obtained under partiular irumstanes and pj the prob-ability of ourrene of suh irumstanes. K is the number of di�erent possi-bilities.The degree of anonymity beomes in this ase a omposite of the degreesobtained for the di�erent ases.B Alternative solutionIt may be the ase that, for a partiular system, a requirement on the minimumaeptable degree of anonymity is formulated as users should have at least aAppeared in Proeedings of PET 2002, April 14-15, 2002, San Franiso,In Hannes Federath (Ed.), Designing Privay Enhaning Tehnologies, Leture Notesin Computer Siene, 2002.
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