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Abstract— A mutually anonymous service hides the identity of routed through the intermediate relay nodes till they reach
a client from the service provider and vice-versa. Providing mu- the final destination (responder/initiator). Some anonymity
tual anonymity usually requires a large number of participants. protocols [31, 33, 34] multicast messages to a large group of

While peer-to-peer (P2P) networks are capable of recruiting a des t id cati Itis i tant
large number of participants, reliable anonymous communication nodes to provide anonymous communication. [t 1S importan

in these architectures, with low bandwidth usage, still needs t0 note that in both approaches, the anonymity in the system
further investigation. improves as the number of participant nodes increases.

This paper presents MUON, a protocol to achieve mutual  Experiences with P2P systems indicate the ability of these
anonymity in unstructured P2P networks. MUON leverages g chitectures to attract a large number of participants. There
epidemic-style data dissemination to deal with the high churn h b it tocols that diff t Kinds of
(changes in system membership) characteristic of unstructured ave been anonymity protocols thal use difierent Kinds o
P2P networks. The results from our security analysis and P2P systems such as structured P2P systems [40], IP layer
simulation show that MUON provides mutual anonymity over P2P systems [13] and hybrid P2P systems [39] for providing
u_nstruc_tured .P2P. networks while mair_1tair_1ing predictable laten- anonymity. An unstructured P2P network does not impose a
cies, high reliability, and low communication overhead. structure on its participant nodes and thus has several desirable

I. INTRODUCTION characteristics such as administrative ease, ease of deployment

M i licati h as banki | . _and self-organization. Unstructured P2P networks however,
any online applications such as banking, electronic VOt'ngose significant challenges for anonymous communication

informatior'l sharing and searchi.ng etc, need gnoqymity Yotocols. An example of this kind of network is the Gnutella
prevent third parties (omdversariey from gathering infor- file sharing system, which is known to consume high band-
mation related to services and their clients. Most of the?)\‘ﬁdth [28]. A study by Saroiu et al. [30] has shown that P2P

online services have a common model of interaction; a Cl'egglstems exhibit high churn (changes in system membership);

(the !g|t|atcr)1r) sean aTr:quest to da node (waogde)r that pee(is frequently leave/join the network and most peers are
provides the service. The responder processes the request, innected to the overlay for a short period of time. Similarly

sends thg corres_pondin_g response to the initiat(_)r. Based on RIS | 1qes within the P2P network cannot be trusted by the
model of mte_ractlons, d|ﬁ_ere_nt typ_es_ (.)f anonymity [_23’ 26, 39 nonymity protocol. These peers may attempt to tamper with
can be provided to applications: initiator anonymity, reSpo'?ﬁessages, masquerade as the responder, drop messages that

der a”O'T‘V’T“W' m““ﬂa' a.nonymlty. "’V?d unlinkabilitpitiator they are supposed to forward, or subvert the protocol by any
anonymityhides the identity of the |.n|yator fror_n the_respondeBther means. The peers within the network could also collude
and adversarnResponder anonymityides the identity of the to violate the anonymity guarantees.

responder from the initiator and adversadutual anonymity In this paper, we present MUON, a protocol for mutual

proyides_l_)oth !n?t@ator anonymity and responder anc_m_ymitgnonymity and unlinkability over unstructured P2P (overlay)
Unlinkability of initiator and responder means that the 'n't'atoﬁetworks The key contribution is its epidemic-style [6, 18, 36]

andhreshponder cak?nothbt; |dent|f|§d gs c'?mdmumcau_ng W}Wbssage sending protocol. Our simulation results show that
each other, even though they can be identified as participatipg, ey es anonymous communication with high reliability

n S(_)ﬁme c?mmumca:]lon. h ull hieved . while maintaining low latencies and low overhead.
ilerent approaches have Successiully achieved variousyyq, paper is organized as follows: Section Il discusses the

forms of anonyml_ty. .In the S|mplgs_t.approach, a Proxy I§sals of MUON. Section Ill summarizes the prior approaches
used for communication between initiator and responder

. o ) r anonymity and introduces epidemic protocols. Section IV
14]. 'How'e ver, this system fa|!s "f the proxy itself reveal%iescribes: MUuON in detail, followed by the anonymity and
the identities of the communicating parties. To Overcon}?erformance evaluations in section V. Finally, section VI

this single point of fail_ure, most anonymity pr_oto<_:o|s Bsummarizes the contributions of MUON and future work.
12, 13, 25, 26, 40] provide anonymous communication using

indirection; messages from the sender (initiator/responder) are Il. GOALS OFMUON

*The fourth author was supported in part by NSF CAREER grant CCR- The main motivation of MUON IS_ to strike a balance be-
9984682 tween performance and anonymity in a dynamic unstructured



P2P network. The main goals are described below: these protocols differ from those of MuON; FreeNet and

Mutual Anonymity: An initiator sends a request for aFreeHaven are used for publishing and accessing documents
service without knowing which node actually provides thanonymously, while MuON is used for anonymous communi-
service. Likewise, the responder sends responses withoation in applications with online communicating parties.
knowing the identity of the initiator. ) . .

Unlinkability: The identities of the communicating partie®: Anonymity by Single-Path Forwarding
(initiators and responders) are hidden from the adversaries. Many protocols provide anonymous communication by for-

Bounded Latencies:Communication latency is bounded. warding messages along a single anonymous path, formed

High Reliability: The messages sent by the initiator to théhrough the group of nodes within the infrastructure. This
responder and vice-versa are delivered reliably. anonymous path can be specifically created, or is formed by

Communication Overhead: The communication overheadrandom forwarding.
incurred by each peer within the P2P network should be low.Onion Routing [25] provides anonymous communication

Scalability: Metrics like reliability, anonymity, communi- using a dedicated set of message relays called "onion routers”.
cation latency and overhead should scale well with the size Tiie sender first selects a path from the set of onion routers.
the P2P network and the churn within the network. The data is then wrapped within encrypted layers, forming

Message Integrity and Confidentiality: Messages cannota unit called theonion In the onion, the innermost layer of
be changed in transit; requests sent by an initiator can be resdryption is performed by the encryption key of the path’s
only by the corresponding responder; responses can be riet hop, while the outermost layer uses the encryption key of
only by the initiator, which sent the corresponding requeghe path’s first hop. The onion routers co-operate and forward
and intermediate nodes cannot masquerade as responderghe onion from the sender to the destination.

Tor [12] is the second generation Onion Routing [25]
protocol. It uses a modified form of Onion Routing to provide

This section reviews previous approaches that provide difiitiator anonymity, and uses rendezvous points to provide
ferent kinds of anonymity over various network architecturesesponder anonymity.

) ) Xiao et al. [39] propose two protocols for mutual anonymity
A. Anonymity by Mixes in hybrid P2P networks. These protocols, nan@enter-

One of the earliest proposed approaches for anonymddisecting and Label-Switching, use trusted third parties to
communication is Chaum'#lix-Net [7], which is the basis provide anonymity. They also propos8tortcut-Responding
of subsequent systems likgabel [16] and Mixminion [10]. [39], which combines onion routing and broadcasting to pro-
These approaches hide the communication between sendde mutual anonymity within unstructured P2P networks.
and receiver by encrypting messages in layers of public keyTarzan [13] is an anonymous IP layer P2P system that
cryptography. The messages are relayed through a grouppodvides initiator anonymity. Initiators create tunnels through
dedicated message relays called "mixes”. Each mix decrypie overlay by distributing session keys. The data is then
the messages, delays, and reorders the message before relaasged through this tunnel using layered encryption/decryption
it to another mix. (analogous to onion routing).

Approaches based on mix networks achieve strongTAP [40] provides initiator anonymity in dynamic struc-
anonymity guarantees at the cost of latency. While theyred P2P networks by building replicated tunnels. The repli-
provide anonymity against powerful global adversaries, tloated tunnels enable the protocol to combat network churn.
random delaying within the mix network results in unbounded Crowds [26] provides initiator anonymity using random for-
and high latencies unsuitable for interactive applications. warding. The initiator sends the (suitably encrypted) message

) to a randomly chosen node in the network calj@dado. Each
B. Anonymity by Proxy jondo randomly decides to either send the data to the responder

Several systems use a proxy to provide anonymity. Exawr to forward it to another jondo.
ples includeAnonymizer [1] and Lucent Personalized Web In networks with high churn (nodes frequently join and
Assistant [14] which use an intermediate proxy to providdeave the P2P network), approaches that utilize single anony-
anonymity to users. Likewis®RA: Proxy for Responder mous paths are bound to suffer from path losses. Consider an
Anonymity [31] uses a proxy to provide responder anonymitgnonymous path of length nodes. Ifp is the probability of
while APFS Unicast [31] uses an intermediate proxy anda node leaving the overlay, then a given path is valid with a
onion routing to provide mutual anonymity. Proxy basedrobability of (1 —p)™. With increasing path lengths (increas-
systems place a great deal of trust on the proxy. Thus they arg n) and increasing churn within the network (increasing
vulnerable to failure if the proxy is compromised and reveajlg, the probability that a given path is valid diminishes.

I1l. RELATED WORK AND MOTIVATION

the identity of the communicating parties. Hence approaches using a single-path will incur with greater
) ) probability, the additional overhead of detecting and rebuilding
C. Publisher Anonymity failed paths. Providing this kind of fault tolerance will likely

Freenet [9] and FreeHaven [12] provide anonymous in- be a high overhead operation and has not been extensively
formation storage and retrieval. The target applications ekplored in the context of maintaining anonymity guarantees.



members of the group is very low. Studies have shown that the
/MO, time required to disseminate data to the entire groupg&N ),
p N VR . -
\\ N where N is the number of nodes within the group. Due to
q \ ; . N these desirable characteristics, MUON uses an epidemic-style
o \ / ; protocol for data dissemination.
r N - — L A simplified gossip protocol is depicted in Figure 1. Each
\ node runs several rounds of the gossip protocol. In each round,
s ! the node selects a random node agydssip targetThe node
sends the gossip target(s)gassip messageontaining a list
of message identifiers that it has heard of (represented by
dotted lines between nodes). If the list contains a message
Fig. 1. Epidemic protocols identifier which the gossip target has not received, the gossip
target will request the node to send it (represented by solid
lines between nodes). Three important parameters that impact

Message ‘pull’

E. Anonymity by Group Communication gossip protocols ar@'anOut, Tiniervar @NAGC. FanOut is
Many systems use group communication primitives like number of gossip targets used in each rounenQut is
multicasting and flooding to achieve anonymity. two in the figure).Tipniervar 1S the time between successive

PS5, Peer-to-Peer Personal Privacy Protocol33] proposes Protocol rounds. (In the figure, nogeis seen to start gossip
a novel approach for mutual anonymity using broadcast chd@unds at time1 andi6, resulting inTinterva = t6—t1). GC
nels. It defines a logical hierarchy of broadcast groups, affgossip Count) determines the number of rounds a message
the nodes within the P2P network join one or more of thed® gossiped by a node. These parameters determine the speed
groups when entering the system. and efficiency of message sending and have been rigorously

GAP [3] (part of GNUnet) uses controlled flooding to Studied by Birman et al [6].
achieve initiator and responder anonymity in a P2P network. V. MUON

APFS (Anonymous Peer-to-Peer File Sharing]31] in- '
cludesAPFS Multicast, a protocol that uses multicasting to In this section, we describe the system model and assump-
provide mutual anonymity within P2P file sharing applicationgions for deploying MuON. We then describe the data dis-

Hordes [34] provides initiator anonymity using multicast-Semination (message sending) protocol along with the notation
ing. A multicast group is formed by all the initiator nodesUsed. The message sending protocol is used in both directions,
Initiators send requests to responders using Crowds or Onfepm initiator to responder and vice-versa. Finally, we describe
routing, while the responder multicasts the response to thew the message sending protocol is used for communication
group of initiators. between the initiator and responder.

Protocols that depend on group communication primitive&
like multicasting are ideally suited for networks with high -
churn, because the departure of a few nodes does not sufMUON operates over an unstructured P2P network. et
stantially impact the communication between the sender aP@ the number of nodes within the overlay (referred to as the
receiver. Previous work [34] also indicates that the use 6¥erlay sizg We assume that nodes within the overlay know
multicasting helps reduce communication latencies. Howevét, leasty = log(N) other members of the overlay. The mem-
the lack of widespread deployment of IP multicast infrastru&ership list for epidemic style protocols can be maintained by
ture inhibits deployment of protocols based on this type #feans of services such as SCAMP [15] and "Peer Sampling
multicast [31, 33]. GAP [3] takes a higher level approacﬁervice” [19]. MuON assumes that all initiators and responders
but achieves reliability by flooding, which may not scale weftre members of the P2P network. All protocol messages use
in large unstructured P2P networks. Hordes [34] uses singl@w-cost unreliable transport (UDP) for communication.
path forwarding to send requests, and potentially incurs theServices are identified by aervice identifier To send

additional overhead of detecting and rebuilding failed paths? request for a particular service, the initiator obtains the
public key corresponding to the service. This public key is

F. Epidemic Protocols used for initiating the communication between the initiator
Epidemic (or gossip) protocols [11] are a well-studied clagsd responder. Thus the identity of the responder node that
of protocols for low-cost reliable data dissemination withiprovides the service, is not revealed to the initiator. The
groups. They have been shown to be much more efficianessage sending protocol of MUON ensures that initiator and
than flooding based approaches [24, 35]. Epidemic protocoésponder anonymity and unlinkability are maintained. The
provide higher reliability and scalability while using loweruse of public and session keys ensure that data integrity and
bandwidth [18], when compared to other reliable multicasbnfidentiality are maintained. The public keys of MUON are
protocols. They provide a bimodal guarantee of reliability [6Jyot tied to any specific algorithm; for example incomparable
the message reaches all members of the group with a higlblic keys [38] could be used.
probability, and the probability that it will reach to just a few The protocol assumes that there exists some mechanism

System Model



/* Adding a header (MSGHDR) to theheaderBuffert/
addheader (MSG_HDR):

begin

slot = free slot in theneaderBuffer
headerBuffefslot]. MSG.HDR = MSG.HDR
headerBuffefslot].gossipCount = 0

end

/* Add message (MSG) and its header (M$BR) */
addmessage (MSG, MSG_HDR):

begin

addheade(MSG_HDR)

Add MSG to themessageBuffer

Associate MSG with H(hdr) contained in MSBDR

Node X communicatingto Y.

—-— —#=  MESSAGE TRANSFER end
——= MESSAGE HEADERS /* Sending message MSG with headefr. The node
* sending MSG computes the messagke®- (described
Fig. 2. Data Dissemination in MUON *in later sections)self indicates the identity of the node

* that executes this method */
sendMessage (hdr, MSG):

. . . L begin

that provides public keys corresponding to the service iden- gMSGHDR:{se”, hdr, H(hdr}

tifier. The system places some trust on this mechanism; the| addmessagéMSG, MSGHDR)

mechanism provides correct public keys only and it does noténd

reveal the identity of the node corresponding to the publiAlgorithm 1: Common procedures used by algorithms
key. For convenience, the protocol description assumes the

presence of a trusted EKI (Public _Key Infrastructure), thou_gh [ Runs everyTi.roro UNits of fime */

an initiator could obtain the public keys out-of-band. It is gossipRound

interesting to note that the communication between the PKlgossipMesssage all MSG_HDR € headerBuffer

and the initiator itself must be done anonymously. However,| it for i=0 to FanOutdo

is easy to conceive the PKI as a service within MuON itself, | Randomly select a peer; from the overlay

whose public key is well known and distributed out-of-band. - SendgossupMes§agm i
for every used slot in headerBuffdp

. headerBuffeslot].gossipCount++
B. Notation if headerBuffer[slot].gossipCount GC then
Before looking into the details of the MuON, we first look FreeheaderBuffejslot] by removing MSGHDR from
at the notation used within the protocol headerBufferand removing its corresponding MSG
’ from messageBuffer

ksession Symmetric session key
kY, Ky Public and private keys of nodé respectively
{data}ks data encrypted/signed using key,
(ks is public, private or session key)
r1 Nonce
H(data)  Cryptographic hash computed ovéita

Algorithm 2: Gossip round

a header, denoteMSGHDR that corresponds td1SG We

(e.g. SHA-1) assumeé that the size ofMSGHDRis much less thatMSG
self Identity of the node executing the protocol since MSGHDR contains only the required identifiers and

(e.g. IP-address) cryptographic keys (details are in section IV-D).
Pinter g‘;ﬁﬁmﬁ?tiafn dpr(é?f%?mgﬁcengal\rﬂn&t)e& controlling  The basic operation of the protocol is depicted in Figure 2,
Tinterval Timeyinte)r/val beﬁween successive protocol rounds Wh_ICh S_hOWS node X ;endlri_ySGto node Y. MuON uses _an
FanOut  Number of gossip targets per protocol round epidemic protocol to disseminaSGHDRto all nodes within
GC Number of protocol rounds a message is gossiped the P2P network, while the largtSGs disseminated to only
MSG Data message (a request or a response message) a few nodes within the network (shaded within Figure 2). As

MSGHDR The header corresponding tMSG Format is  explained in detail later, the number of nodes which receive

currOwner, hdr, H(hdr)}, where currOwner is
i{he node that hTaS téle QJ}rrespondMQ;Gand hdr MSG depends on the value ¢f,,;... The protocol ensures

depends on type dfISG(refer to section IV-D). that the responder always ge$SG As the largerMSGis
not sent to the entire network, MuON substantially reduces
C. Message Sending in MUuON the bandwidth usage. Also, since multiple nodes within the

. The message sending protocol of MUON IS unldwecuon"“-'*1This assumption holds true in applications with large responses (e.g. file-
it is used to send requests from an initiator to a respondeinsfer and web-browsing). In these applications, MUON achieves substantial
and then again to send a response from the responder to pslwidth savings compared to other group communication based anonymity
- prptocols. We anticipate that MuON will provide a bandwidth reduction for
initiator. Let MSGdenote the encapSUIated data to be Seﬁﬁ)lications with small data messages (e.g. e-voting) that require reliable
(thusMSGmay be a request or a response). MUON generat&sivery, though these applications are not evaluated in this paper.



/* When node B receivegossipMessagd/ in MuON behaves exactly the same as any other node in the

onRecvGossipMessage  : network (with the exception that it always pulls the message).
foreach MSGHDR € gossipMessagdo If A cannot decrypt the message thenperforms one of
Let MSG.HDR = {currOwner, hdr, H(hdr) t fi it ‘ust add the header to its header buff
if H(hdr) € headerBufferthen return WO ‘_"‘C lons: 1t may Jus a 'e eader 1o Its header bufier
if hdr can be decipherethen or with some probabilityp;,:.,- it may go back and get the
I* This implies that MSGHDR corresponds to a corresponding MSG fromB. In the first case,A gossips
:/'V'SG destined for B with its neighbors thatB currently has the message. In the
RequestturrOwnerto send MSG associated with second Case? when gets the MSG from3, it changes .the
H(hdr) currOwner field of MSGHDRto A. Thus whenA gossips
when MSG arrivesthen the header, it will indicate itself as the owner of the message.
begin o With this property, MUON achieves its anonymity guarantees
Deliver MSG to application as there are potentially many owners of the same message.
if true with probabilityp;nic then
/* Setting self as currOwner */ D. Initiator and Responder Communication
MSG_HDR = {B, hdr, H(hdr} , ,
addmessagéMSG, MSGHDR) While the message sending protocol of MuON helps
else achieve anonymity, cryptographic measures are required to
L addheade(MSG.HDR) ensure message integrity and confidentiality. This subsection
end describes how the dissemination protocol is used by initiators

else and responders for secure anonymous communication.

f true with probabilityp;ntc, then
RequestturrOwnerto send MSG associated with

H(hdr) _ Sending a request: The following steps are performed,
when MSG arrivesthen when an initiator/ sends a request for servicg Let data
beglg , . represent information contained in the request message and
[* Setting self as currOwner */ . . o . o
MSG.HDR = {B, hdr, H(hdr} id be an application specific message identifier.
addmessagVSG, MSGHDR) 1) I generates a symmetric session KeY;s;on, Which is
elsee”d used to encrypt all data messages.
| addheade(MSG HDR) 2) I generates.a nonce;, which is used to correlate
lend responses with this request.
- 3) Using the PKI,I obtains the public key:! associated
Algorithm 3: Receiving a gossip message with the services.

4) The MSGis generated a$r, id, data}ksession-

5) I creates a headérdr, corresponding td1SGashdr =
network receiveMSG(all the shaded nodes), multiple nodes {71, ksession, k1, {H(D)}k] }kI where
are potential receivers and senders M8G giving MuON D = {r1, ksession, ki ,MSG}.
its anonymity guarantees. MuON derives its properties of 6) I now invokes sendMessage(ld&G (Algorithm 1).
reliability and bounded latencies from its epidemic nature.

Every node running MuON maintains two buffers; one t®esponding to a request:Algorithm 3 ultimately delivers
store the message headers (caltledderBuffer and the other MSGHDRand MSGto the peer providing the servicg. Let
to store the corresponding messages (cattesssageBuff¢r some nodeRr provide the serviceS. SupposeR receiveshdr
Every node tracks the number of protocol rounds each headed its corresponding1SG R proceeds with the following
has been gossiped (called tgessipCount The details for steps.

handling these buffers are described in Algorithm 1. 1) R decryptshdr usingk;, to obtainkession, 71 and the
Algorithm 2 explains the protocol executed by each node initiator's public keyk;”. R now runs integrity checks
after everyT;,;crvq; UNits of time. This algorithm describes an with the cryptographic hash.

epidemic protocol for disseminating the headers. Each node2) Using k,cssion, R decryptsMSGto recover the request.

selects FanOut random nodes from the group as gossip 3) Let response be the corresponding reply, which the
targets and sends them a list with each message header responderR needs to send td. R createsMSG=

MSGHDR currently within headerBuffer As given in algo- {r1,id, reponse} ksession. Herekyession andr, are val-
rithm 3, wheneverd gets the message, tries to qecryrﬁ the ues sent by the initiator and recovered Ryin step 1.
message. IfA can decrypt the message, it indicates that the4) R creates a headérdr corresponding to the response
message was intended fdrand thusA contactscurrOwner ashdr = {ry, {H(D)}k;}k*, whereD = {r;,MSG.

and pulls the message. In this cadealso gossips with its  5) R now invokes sendMessage(hd8G (Algorithm 1).

neighbors that it has the message to send. Thus the responder
V. EVALUATION

2|f the decrypted message contains an expected value such as a knowhn this septlon, we evaluate the performgnce, anonym_'w and
identifier or public key, the node can conclude "successful” decryption  other security guarantees of MUON. We first study the impact



of overlay size and churn on the various performance metrics
of MUON. We then evaluate the anonymity and other security
guarantees of the protocol.

A. Performance Evaluation . 08

Measurement studies of unstructured P2P networks [5, 30, os
32] indicate that these systems exhibit dynamic membership, ¢
because peers alternately join and leave the network. Peers ,
participate in the protocol only during the time between
joining and leaving the network. This time is called the
session timand the resultant dynamism is called tietwork
churn The network churn is related to the average session
time of the peers within the network. As the average session Churn
time decreases, the membership of the P2P network changes
at a faster rate and is said to exhibit a higher churn [21, 27]. Fig. 3. Reliability of MUON

Prior experiences [8, 21, 27] indicate that network churn
impacts the performance of protocols over P2P networks. Chum 0 Chum 0.2
Hence we evaluate MUuON by simulating the protocol over ¥*————— 30 T
dynamic unstructured P2P networks of varying sizes and | 1l
varying churn. We model network churn using an approac’g] 15|
similar to that described by Liben-Nowell et al. [22]. This *
model has also been used for evaluating distributed hash o
tables over P2P networks [21, 27]. The peers within the
network are assigned exponentially distributed session times. Overlay Siz
When a peer reaches the end of its session time, it leaves,, "% © chmos
the network. Prior studies [17] have shown that the average =
session time (amount of churn) within a network depends an jg
the application. Since MUON is not specific to any applicatiorf 1o
we simulate networks with varying churn (session time). s

We simulate MuON usingPeerSim [2, 20], a P2P
simulator designed specifically for epidemic protocols. The Overlay Siz
simulator executes the protocol in a series of cycles, where the
time interval between each cycle is assumed to be sufficient
for unidirectional message transmission. The loss rate in a
direct UDP communication between any pair of nodes is 5%.

In our simulation model, a network with churn 0 is a o o .
static network, which does not change during the run of the Reliability  The reliability of MuON is measured by
simulation. At churn 0, the average session time was chod@fi delivery ratio achieved in networks of varying sizes

as 150 cycles (a factor of 10 over the maximum time for on@d churn. The delivery ratio is the fraction of the sent

run of the protocol), to enable simulation of several round§duests that were uItimate%/ del}vered at thg fli_nal destination.
: ’ . _ : . number of requests delivere
of MUON simultaneously. An increase df.1 in network Thus delivaryratio = —prepar Of?equests sent Yvhen

churn decreases the average session time of the nodes lielavery ratio is one, it indicates that all requests that were

factor of %. When a node leaves the network, it is replacesent were eventually delivered at their destination, thus

by a new node, thus keeping the overlay size constant. Thiglicating reliable communication.

helps us to understand the impact of overlay size and churrFigure 3 shows the delivery ratio for networks with varying

independently. sizes and churn. It can be seen that MUON maintains a high
The simulations are used to study the impact of increasidglivery ratio of almost one, independent of the overlay size

overlay size and churn on the various protocol metricand churn. This high reliability indicates its suitability for

In the simulation FanOut and GC are maintained at highly dynamic P2P networks.

loga(overlay size and Tj,ierva; IS Maintained atl cycle.

These parameters are common to all epidemic protocolsBounded Latency One of the goals of MuON is to

and do not impact anonymity guarantees. Their impact @thieve communication within a predictably bounded

performance is expected to be similar to that determined bgne interval. This characteristic is important from the

previous studies [6] and is currently under evaluation. Thapplication’s point of view; shorter latencies are important for

impact of intermediate probability;,,;.,- is studied in section application interactivity while bounded latencies are needed

V-B. Unless specified, the value pf,;.,- is assumed to b&.5. by applications to set timeouts and detect messages losses.
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Fig. 5. Average number of messages processed on each node Message is sent anonymously. A multicast-based anonymity
protocol will multicast this message t& nodes. Hence
the bandwidth consumed will be at leadt «x DAT A,; ...
Note that this is a conservative estimate, since it ignores the
. SWYE&ndwidth consumed by control messages and data message
the latency in terms of nL_meer of_protocql C_YC'eS requ'rel%—transmissions required in the presence of network churn. On
for t_he message to be delivered at its destination. . the other hand, MuON disseminates the data message to only

Figure 4 shows the average number of cycles reql_J'r.‘r?‘tdsubset of nodes within the overlay, ensuring that the final
for messages to be delivered; the bars indicate the Var'at'(?é]stination is @ member of this subset. Gdbe the size of the
in the Qellvery latency. It. can be, seen that the d?"ve@/ bset of nodes that receive the message. The bandwidth con-
Iatency_ls glm_ost constant wrespectlve of _the overlay size agGmed in MUON ik N+ HD Rosoo+ 3% DAT A,;.., wherek
Ch“m' indicating that the latencies provided by MuON al§ the number of headers processed by each node. Since Figure
predictable and bounded. 5 indicates that the value @fis low andH D R;;.. is small®,

. - we approximate the bandwidth consumedsas DAT A; ..

. Resource _Consumptlon When a peer joins MuON, The value ofg depends on the intermediate probability;....
it has to contribute some of its resources to help forward t e generated figure 6 by simulation, which indicates the value
messages from other peers. Hence it is important to study with values ofp;ze, of 0.3, 0.5 and 0.8. The value of
amqunt of resources a peer has to expend, to help other p??'ﬁ'%so shown for clarity. It can be seen that the value a$
achieve anonymity. always lower thanV, indicating that MuON would use lower

In MUON, a peer needs resources to send, encrypt, decr hdwidth compared to other multicast-based approaches. It is

and store messages. In general, the resources consumed, by interesting to note that as the valuepgf,., decreases,
a node are directly proportional to the number of Messages, andwidth consumption decreases
(header as well as data) it has to process. Figure 5 shows '

the average dnumber r?f heade[]s and data messages dthgtcalability An important characteristic that is evident from
are processed on eacl peer,bw eneverr] some peer senf &esults presented above, is the scalability of MUuON. The
anonymous message. It can be seen that irrespective o tf‘(‘?tocol’s reliability, latency bounds and resource consump-

overlay size and churn, the number of header messages ;.o aimost constant irrespective of the overlay size and
processed is bounded and relatively low. The graph aléﬂurn

indicates that each peer has to process very few data
messages. The header messages are small in size and thuB.thlnonymity Guarantees

processing overhead for each header, storage and bandwidify this section, we first discuss how MuON achieves mutual

is low. The protocol uses private/public key encryption foznonymity and the parameters that impact it. We then evaluate
small headers and faster symmetric cryptography for largge anonymity guarantees by describing the protocol behavior
data messages, to reduce the overhead due to encryption [g8ler various attacks from the adversary.

Since MUuON operates over an overlay network, we meas

Comparative Bandwidth Use MuON’s message sending , o . . . )
| h b desi d to use low bandwidth as co _Con3|der|ng 128 bit cryptographic hash, 128 bit cryptographic keys, 32
protocol has _een eS!gne u w ! Wi B1P addresses and 32 bit nonce, the maximum sizkdofis 416 bits and
pared to previous multicast-based anonymity protocols. LBIDR,;.. = 576 bits (72 bytes). If the data being transferred is a 1 MB
HDRgi.e and DAT Ao be the size of header and daténed'a file thenDATAsizc_: 1048576 bytes. For an ov_erlay of size), 000
ivel ad be the number of nodes Withinat churn 0,k = 12 from figure 5 and8 = 3000 from figure 6. Hence the
messages respectively a e the volume of MUON header messagessig37.5 K B and the volume of MUON

the overlay. Consider the bandwidth consumed when one dede messages #72000K B.



Mutual Anonymity in MuON Similar to anonymity ity Set wih Intermedi ity 0.3
protocols that use multicasting [31] or broadcasting [33], Anonymity Set
MuUON achieves mutual anonymity on the virtue that several Anonymiy Set

(% of overlay size)

intermediate peers receive the messages. When an intermediate
node receives MSG it gossips the correspondindSGHDR

with itself as the owner. From an observer's perspective, any
node claiming to be the current owner could be the actual
sender of the message. Similarly, when an intermediate node
receivesMSGHDR it pulls the correspondingdSGwith a
probability of p;...... Thus from the observer's perspective, _
any intermediate node that eventually receives M8G : : oo L Overay Size
could potentially be the receiver. Thus in the protocol, an oo

observer (initiator, responder or intermediate nodes) cannot
differentiate the initiator and responder from the other peers.
The use of public keys also enables the initiator and responder
to communicate without knowing the identity of each other. (06 overiy Sie)
Thus mutual anonymity and unlinkability is achieved.

colour gradient

ity Set with i ility 0.5

Anonymity Set

colour gradient

Impact of Intermediate Probability The degree of
anonymity provided by multicast based anonymity protocols
depends on the number of nodes that have an equiprobable
chance of playing a certain role (initiator/responder). ISet
(called theanonymity sgtdenote the set of nodes that have — e e
an equiprobable chance of being the initiator/responder in the s > oo 2%
anonymity system. Shields et al. [34] show that the degree of
anonymity provided by the protocol is— I%

In MuON, for a given communicating pair of initiator and
responder, any node that receiM@SGhas an equiprobable U
chance of being the initiator or responder. Hence the (o0 of overlay size)
anonymity set is the set containing all nodes that receive
MSG Using simulations, we measured the size of the
anonymity set for a giverMSG when it is delivered at its
destination. Figure 7 shows the average size of the anonymity
set expressed as percentage of nodes within the overlay that
received a givenMSG It can be seen that the anonymity .
set increases with increasing valuesgf;.,.. However, for % 10000 Overiay Size
a given value ofp;,.,., the anonymity set remains fairly ® o
constant independent of the churn within the network. This Fig. 7. Impact of Intermediate Probability
indicates that the degree of anonymity provided by MuON is
independent of the churn of the network.

The anonymity set (and hence the degree of anonymityAttacks by Adversary Anonymity protocols are susceptible
provided by MuON) and the bandwidth consumed (Figure & several possible attacks. However, the successful completion
increase as the value ¢f,., increases. Thus whep;,;.,, Of these attacks may require the adversary to utilize varying
is 1, the protocol would provide the maximum degree oimounts of resources. To evaluate the anonymity guarantees
anonymity. However, the protocol will perform a multicasbf MUON, we describe various attacks and describe MuON's
and thus the bandwidth consumption would be maximizedehavior under attack. It can be seen that though some attacks
On the other hand, whep;,,;... = 0 the protocol performs a are possible against MuON, the resources required by the
unicast, resulting in minimum anonymity and the bandwidthdversary to successfully complete the attack are substantial.
consumed would be minimized. Thuys,... represents a Local eavesdropperA local eavesdropper is an adversary
tradeoff4 within MuON between performance and anonymitythat is able to monitor all communications sent to or received

from one particular protocol participant. This adversary tries to
detect the identity of communicating parties by recording and
comparing all incoming and outgoing messages of a particular

“The degree of anonymity decreases gradually wifhi... Consider a node. In MuON a local eavesdropper on an intermediate
network of 10,000 nodes with churn 0. #, e = 1 then|S| = 10,000 . . L. ..
and degree of anonymity 8.9999. From figure 7, ifpsmie, — 0.8 then NOdE, cannot confirm the identities of the communicating
|S| = 0.50 * 10,000 and degree of anonymity 1%.9998. parties, even if the message and its header are received by the

colour gradient




intermediate node. This is because the header and messadédessage volume attackAn adversary can differentiate
do not contain any form of identification of initiator andresponders from other nodes by observing the volume of data
responder. transmitted, since initiators generate less volume of data as
Collusion Attack:In a collusion attack, nodes within thecompared to responders. This attack is possible against MUON,
system collaborate to identify the communicating entities. ift the adversary is a global adversary and can observe the
has been seen that the degree of anonymity in MuO][\'Li%| volume of data from all nodes within the network.
where S is the anonymity set. This implies that as long as a Intersection AttackThis attack can be launched by a global
single intermediate node within the anonymity set does natlversary, who can observe all the various communication
collaborate, it is hard for colluding nodes to differentiate witppaths within the network. The initiator and responder will
certainty, the initiator, responder and the honest intermediatievays be on the communication path, and the intersection
nodes from one another. However, if &fi| nodes within the of these paths would reveal the identity of the initiator and
anonymity set collaborate, the degree of anonymity providedsponder. Like several other anonymity protocols, MuON is
by MuON reduces t6 and the identities of the communicatingvulnerable to intersection attacks.
parties can be revealed. However, since the anonymity setn summary, we see that MUON can resist most kinds of
changes for everySGexchanged between the initiator andattacks in the absence of a global adversary. We believe that
responder, all nodes within the network must collaborate smch an adversary is impractical for large and dynamic P2P
launch this attack successfully. systems, though many of these attacks can be thwarted by
Timing attack:In a timing attack, the adversary (behaving aseans of cover traffic [4].
an initiator) attempts to identify the responder by analyzing the
round trip time (RTT) of a request, since short RTT indicates
that the responder is nearby. In MuON since the messages @reSecurity Guarantees
transferred over the overlay network, RTT measurements do
not reflect actual network locations. Thus launching a timing In  MuON, message confidentiality and integrity are
attack is difficult. achieved using cryptographic techniques such as cryptographic
An adversary can launch a variant of the timing attadkash, public/private keys and session keys. Hence these guar-
against MUuON, by identifing the initiator as the first node tantees are constrained by the strengths of the cryptographic
gossip a particulaMSG To launch this attack, the adversanalgorithms actually used.
would have to trace outgoing messages of every node withinWhen the initiator sends the request, it generates a nonce
the network, to identify a particular node as the first node t9 and a session ke¥.ssion- The initiator then generates
gossip a message. However in this attack, the adversary carmdteader, which contains the nonce, session key and the
identify the responder, since the responder behaves like iaitiator's public key. The header is then encrypted using the
intermediate node and continues to gossip M&G responder’s public key. Similarly, the responder also includes
Traceback attacksThere are two kinds of traceback attacksthe nonce in the header for the response and encrypts this
passive tracebackindactive tracebackin a passive traceback header with the initiator's public key. Thus the nonce and ses-
attack, the adversary examines the stored routing statesain key always remain confidentidllSGalways encrypts the
the peers within the network to identify the path(s) betweeatata and nonce, using the session key. Since the session keys
initiator and responder. To launch a passive traceback agaimst not reused, encrypting the data with session keys helps
MuON, the adversary needs to look at the application leviiiwart dictionary attacks. Thus confidentiality is maintained.
message buffers at every node within the network. However,The header,hdr always contains a cryptographic hash
since the messages are periodically removed from the buffesigned by the private key of the sender (initiator in case of
to perform a successful traceback the adversary must collemjuests and responder in case of responses). The crypto-
the information before it is removed. graphic hash is computed ov&tSGand the required fields
In an active traceback attack, the adversary has controlaffhdr and is signed by the sender’s private key. This signed
the network infrastructure and is able to follow an active anttyptographic hash has several uses. It allows the receiver
continuing stream of packets back through the network to théir verify the correspondence between a giwSGand its
point of origin. In MuON, such an adversary can identify th&1SGHDR The signed cryptographic hash helps the receiver
sender of the message (as it is the starting point of the messdggect if an adversary changed the contents of the message
paths). However, the recipient is not revealed (since the paththe nonce. Similarly, when an initiator receives a response,
does not terminate at the recipient). the initiator can verify that the response originated from the
Predecessor attack3:hese attacks occur if the same path isesponder, because the cryptographic hash is signed by the
used by the initiator while communicating to the responder. iésponder’s private key. Thus an adversary cannot masquerade
a compromised node records its predecessor, then most ofdkethe responder. Likewise, the nonce contained within each
time the initiator will be the predecessor. However in MuONeader and data message can be used by the initiator to detect
as every node randomly picks up the gossip target, differemteplay of a response. Likewise, if the responder keeps track
messages follow different paths. Hence this type of attacka$ nonce values of the past requests, it can detect the replay
not possible in MuON. of requests.



VI. CONCLUSION AND FUTURE WORK [18]

We have presented MuON, a protocol for providing mutual
anonymity in dynamic P2P networks. The contributions g{g
MuUON are twofold; the protocol provides reliable mutually
anonymous communication over dynamic P2P networks, while
maintaining low bandwidth and processing overhead; andjf;
exhibits application friendly characteristics such as bounded

communication latency and message integrity and confidi\e;\?—
tiality. Since network outages can be modeled as churn,

e

believe that MUON provides resilient communication between

initiator and responder.

[22]

In the future, we plan to incorporate a cover traffic scheme
in order to enhance MuON’s anonymity guarantees. We also
plan to investigate the use of MUON for creating censorshig?!
resistant services [37] and 'Denial-of-Service’ (DoS) resista[}g]
services.
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